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Ultracold atoms in optical lattices can be used to model condensed matter systems. They provide a clean, tuneable system which can be engineered to reach parameter regimes that are not accessible in condensed matter systems. Furthermore, they provide different techniques for probing the properties of these systems.

This thesis presents an experimental and theoretical study of ultracold atoms in optical lattices for quantum simulation of two-dimensional systems. The first part of this thesis describes an experiment with a Bose-Einstein condensate of $^{87}$Rb loaded into a two-dimensional optical lattice. The beams that generate the optical lattice are controlled by acousto-optic deflection to provide a flexible optical lattice potential. The use of a dynamic ‘accordion’ lattice with ultracold atoms, where the spacing of the lattice is increased in both directions from 2.2 to 5.5 $\mu$m, is described. This technique allows an experiment such as quantum simulations to be performed with a lattice spacing smaller than the resolution limit of the imaging system, while allowing imaging of the atoms at individual lattice sites by subsequent expansion of the optical lattice. The optical lattice can also be rotated, generating an artificial magnetic field. Previous experiments with the rotating optical lattice are summarised, and steps to reaching the strongly correlated regime are discussed.

The second part of this thesis details numerical techniques that can be used to describe strongly correlated two-dimensional systems. These systems are challenging to simulate numerically, as the exponential growth in the size of the Hilbert space with the number of particles means that they can only be solved exactly for very small systems. Recently proposed correlator product states [Phys. Rev. B 80, 245116 (2009)] provide a numerically efficient description which can be used to simulate large two-dimensional systems. In this thesis we apply this method to the two-dimensional quantum Ising model, and the Bose-Hubbard model subject to an artificial magnetic field in the regime where fractional quantum Hall states are predicted to occur.
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Chapter 1

Introduction

This thesis is concerned with using ultracold atoms in optical lattices to simulate condensed matter systems. In this chapter, the motivation for using ultracold atoms in optical lattices as quantum simulators is discussed, and then the various models used in this work are introduced, before an outline of the thesis is presented.

1.1 Background and motivation

Many interesting phenomena in condensed matter systems, such as the fractional quantum Hall effect [1, 2] and high temperature superconductivity [3], occur as a result of strong interactions between particles. The very properties that make these systems interesting — the strong correlations — also means that it is extremely challenging to treat these systems theoretically, and there are still features of these systems that are not well understood.

It has been proposed that, although a classical computer cannot simulate these systems, a quantum computer can be programmed to simulate any local quantum system efficiently [4, 5]. There are two broad classes of quantum simulator [6]. The first of these comprises an array of qubits that encode the state of the quantum system, where its unitary evolution is described in terms of elementary quantum gates, and implemented in a circuit based quantum computer. The second of these is an ‘analogue’ quantum simulator, which is a system that obeys the same Hamiltonian as the system we are interesting in simulating, but can be more easily manipulated and probed. In this thesis, we will be concerned with this second type of quantum simulator.

Recent progress in the laser cooling of neutral atoms has led to these systems being ideal candidates for simulation of condensed matter physics. The
achievement of Bose Einstein condensation in 1995 [7, 8, 9] paved the way to experiments probing the coherence and superfluid properties of these macroscopic matter waves [10, 11, 12, 13]. The weakly-interacting BEC can be well-modelled using mean-field theory, and does not exhibit strong correlations. However the interactions can be tuned by using a Feshbach resonance [14, 15], or by loading the atoms into the tightly confined potential of an optical lattice.

In optical lattices, the periodic potential provided by a dipole trap acts to mimic the periodic potential experienced by electrons in a periodic array of ions in condensed matter systems. They provide clean periodic potentials with unprecedented control over the system parameters, and typically contain several thousand sites. For example, using optical lattices it is possible to control the dimensionality of the system, the lattice geometry, and the lattice depth. As we will see below, using optical lattices it is possible to model spin systems, or engineer artificial magnetic fields for neutral atoms. Furthermore such systems interact only weakly with their environment and thus benefit from long coherence times.

Using ultracold atoms in optical lattices to act as simulators for condensed matter systems was first proposed with respect to realising the superfluid-Mott insulator (MI) transition in Bose-Hubbard model [16], and evidence for the superfluid-MI transition with ultracold bosons was first observing experimentally in 2002 [17]. Fermions trapped in optical lattices have been used to realise the Mott and band-insulating states [18, 19]. There have been many proposals as to how optical lattices can be engineered so that they map onto Hamiltonians in condensed matter systems, and there has been rapid experimental progress [20, 21, 22].

Using optical lattices we can reach parameter regions that are not achievable in condensed matter systems (for example much larger magnetic fields), and these properties can allow us to map out the phase diagram of interesting systems. Modelling these systems using different species is also beneficial. For example, it has been predicted that in the bosonic analogue of fractional quantum Hall systems, the highly interesting non-Abelian states are more prominent than those in the conventional quantum Hall effect of a two-dimensional electron gas [23].

Another reason for simulating these systems using optical lattices are the different ways that the state of the system can be probed. Imaging these systems after some time-of-flight reveals the momentum distribution, or adiabatic band mapping techniques can be used to reveal the population in each band [24]. Recently demonstration of single atom imaging of atoms in a MI state has been achieved [25, 26]. Spatial correlations have also been investigated by measuring the noise correlations [27, 28].
In this thesis we investigate systems of bosonic atoms trapped in two-dimensional optical lattices under the influence of an artificial magnetic field both experimentally in the Josephson-junction regime where there are many atoms per site, and theoretically in the strongly correlated regime. In addition, we will theoretically investigate the two-dimensional quantum Ising model in a transverse magnetic field. We also describe an experiment where atoms are trapped in a very deep optical lattice with dynamically variable periodicity. In sections 1.2 and 1.3 we will describe how these models are realised.

1.2 Ultracold atoms and optical lattices

1.2.1 Bose-Einstein condensation

Bose-Einstein condensates (BEC) are represented by a macroscopic wave function \( \psi(r, t) \), which obeys the time-dependent Gross-Pitaevskii equation (GPE) [29, 30]:

\[
\frac{i\hbar}{\hbar} \frac{\partial \psi(r, t)}{\partial t} = \left[ -\frac{\hbar^2}{2M} \nabla^2 + V(r, t) + gN|\psi(r, t)|^2 \right] \psi(r, t),
\]

where \( M \) is the atomic mass, \( N \) is the number of atoms and the interaction parameter \( g = 4\pi\hbar^2a_s/M \), \( a_s \) being the s-wave scattering length. This mean-field description of the weakly-interacting condensate has proven to be very successful, with theoretical predictions of the properties of these states showing remarkable agreement with those found experimentally [31, 32]. Realisation of strongly-interacting systems can be achieved by loading these dilute gases into deep periodic potentials.

1.2.2 Dipole trapping force

The optical dipole force originates from interaction of the electric dipole of the atom with the time-varying electric field of the light. It leads to a potential for atoms in the laser field of the form [33]

\[
V_{\text{dip}}(r) = \frac{3\pi c^2}{2\omega_0^2} \frac{\Gamma}{\Delta} I(r),
\]

where \( I(r) \) is the intensity profile of the laser field, and \( \Delta \equiv \omega_L - \omega_0 \) is the detuning of the laser field from atomic resonance. For red frequency-detuning (\( \Delta < 0 \)) the potential minima coincide with the intensity maxima,
whereas for blue frequency-detuning ($\Delta > 0$) the potential minima coincide to the intensity minima. A periodic intensity profile arises from the interference of two counter-propagating beams, leading to a potential of the form $V_0 \cos^2(k_L x)$ with $k_L = \pi/d$, $d$ being the lattice periodicity. Two and three dimensional lattices are built from standing waves in perpendicular directions, with different frequencies of the light to ensure that they do not interfere.

### 1.2.3 Model Hamiltonian in periodic potential

The Hamiltonian for atoms moving in the lattice potential (in second quantised form) is given by:

$$H = \int dr \left\{ \hat{\Psi}^\dagger \left[ \frac{p^2}{2m} + V_{\text{ext}}(r) + V_{\text{latt}}(r) + \frac{\hbar^2}{2} \hat{\Psi} \hat{\Psi}^\dagger \right] \hat{\Psi} \right\} ,$$

(1.3)

where $\hat{\Psi}$ is the field operator obeying bosonic commutation relations, $V_{\text{ext}}(r)$ is an external trapping potential such as a harmonic trap, and $V_{\text{latt}}(r)$ is the lattice potential given above.

In a periodic potential (considering one dimension and ignoring the external trapping potential for simplicity), according to Bloch’s theorem, the single particle eigenstates have the form $\psi_q(x) = e^{iqx} u_q(x)$ where $u_q(x)$ is a function that has the same periodicity as the underlying lattice, i.e. $u_q(x) = u_q(x + d)$, and $q$ is the quasimomentum defined with a Brillouin zone $-\pi/d < q \leq \pi/d$ [34]. Substituting this ansatz into the Schrödinger equation, and taking the Fourier transform of $u_q(x) = \frac{1}{\sqrt{2\pi}} \sum_m c_{q,m} e^{iGmx}$ and $V_{\text{latt}} = \frac{V_0}{2} + \frac{V_0}{4} (e^{iGx} + e^{-iGx})$ leads to the following set of eigenvalue equations for each value of $q$

$$\left[ \frac{\hbar^2}{2m} (q - mG)^2 + V_0 \right] c_{q,m} + \frac{V_0}{4} (c_{q,m+1} + c_{q,m-1}) = E_q c_{q,m} .$$

(1.4)

Solving this for each value of $q$ determines the band structure $E_n(q)$, which are the eigenenergies for each value of $q$, with an eigenfunction given by the Fourier components $c_{q,m}^n$. Depending on the lattice parameters, this system can be modelled by various Hamiltonians. The most appropriate Hamiltonian to use depends on the following properties of the system [35]: (a) The number of atoms in the system; (b) The width of the lowest band; (c) The interaction energy; and (d) The band gap i.e. the gap between the ground state and the first excited state.
1.2. Ultracold atoms and optical lattices

Weak potential

When the lattice potential is weak (i.e. less than the chemical potential of the cloud) and there are a large number of atoms, the field operator $\hat{\Psi}(\mathbf{r}, t)$ can be expressed as a classical field $\psi(\mathbf{r}, t)$, i.e. we assume a condensate ground state. The system can then be modelled by time dependent GPE of equation (1.1) with a periodic potential term. This can be solved numerically using well-known methods, such as the time-splitting spectral method described in Appendix B. This is the approach we use to model our experimental system in Chapters 2 and 4.

Tight-binding limit

In the tight-binding approximation, we model the wave function as a sum of well-localised wave functions on individual lattice sites. This approximation is valid when the band gap $E_g$ is greater than the band-width and the interaction energy, and results in a cosinusoidal band-structure for the lowest band $E_0(q) = -2J_0 \cos(qd)$. We can assume that the atoms occupy the lowest band if $k_B T \ll E_g$. We decompose the field operator as $\hat{\Psi}(\mathbf{r}) = \sum_i w_0(\mathbf{r} - \mathbf{r}_i)\hat{a}_i$, and where $\hat{a}_i$ is the bosonic annihilation operator for site $i$, and $w_0(\mathbf{r}, \mathbf{r}_i)$ is the Wannier state in the lowest band localised on site $i$, which is related to the Bloch states \( \psi_q(x) \) by a Fourier transform \([34]\). Substituting this into equation 1.3, and neglecting long range terms, above leads to the Bose-Hubbard Hamiltonian

$$H = -J \sum_{\langle i, j \rangle} \hat{a}_i^\dagger \hat{a}_j + \text{h.c.} + \frac{U}{2} \sum_i \hat{a}_i^\dagger \hat{a}_i^\dagger \hat{a}_i \hat{a}_i;$$

(1.5)

where $\langle i, j \rangle$ denotes all nearest neighbour pairs, $J$ is the tunnelling energy, and $U$ is the on-site interaction energy given by $U = g \int |w_0(\mathbf{r} - \mathbf{r}_i)|^4 d\mathbf{r}$. The tunnelling energy $J$ is related to the band structure by

$$J = \int w_0^*(\mathbf{r} - \mathbf{r}_i) \left[ \frac{p^2}{2M} + V_{\text{lat}}(\mathbf{r}) \right] w_0(\mathbf{r} - \mathbf{r}_j) d\mathbf{r} = \frac{1}{\nu_{\text{BZ}}} \int e^{i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)} E_0(\mathbf{q}) d\mathbf{q},$$

(1.6)

which is $J_0$ for all $i, j$ separated by a single lattice site (where $\nu_{\text{BZ}}$ is the volume of a Brillouin zone).

When there are hundreds of atoms per lattice site, we can replace the annihilation operator by $\hat{a}_i = \sqrt{N} \exp(i\theta_i)$, resulting in the following Hamiltonian

$$H = -\sum_{\langle i, j \rangle} E_{J(i,j)} \cos(\theta_i - \theta_j).$$

(1.7)
where $E_{J_{\langle ij \rangle}} = 2\sqrt{n_i n_j}$, and we have assumed $U \ll E_{J_{\langle ij \rangle}}$ so that the interaction term can be neglected. This is known as the XY model that describes Josephson-junction arrays — a regular network of superconducting islands weakly coupled by tunnel junctions.

Note that in the weakly-interacting limit with hundreds of atoms per lattice site, it is still possible to describe the system using the time-dependent GPE (1.1). This is the approach we use for our numerical calculations in the mean-field regime since we wish to use a model that describes the properties of the system in both the weak potential and deep potential limit. Note that the discrete non-linear Schrödinger equation (DNLSE) can also be used in this regime [36, 37, 38] (however we do not take this approach in this thesis).

Isolated condensates

The simplest system we can consider is one in which the lattice potential is so deep that tunnelling between the lattice sites is negligible on typical experiment time scales. In this case we treat each potential minima as a separate system. If we ignore interactions we can simply work out the single particle ground state at each lattice site, and this is the procedure we follow in Chapter 3. Alternatively, to include interactions each lattice site can be treated separately using the GPE (1.1).

1.3 Quantum simulation

Optical lattice potentials are highly tuneable, and quantum simulation experiments can explore the different phases of these models by varying system parameters. The first demonstration of this was varying the lattice depth $V_0$ to control the ratio $U/J$ in the Bose-Hubbard model (1.5), and so observe the quantum phase transition from a superfluid to Mott insulator [17]. Here, we introduce the model Hamiltonians that will be used in this thesis.

1.3.1 Artificial magnetic fields

Some of the more exotic phenomena in condensed matter systems occur when there is a magnetic field present, such as the quantum Hall effect. Artificial magnetic fields for neutral atoms can be generated using a variety of methods in cold atom systems, which will be described in section 4.1.1. One method is to rotate the optical lattice: this can be seen simply by considering the form of the Lorentz force $F = -e(v \times B)$, which has the same form as the Coriolis force $F = 2m(v \times \Omega)$ in a frame corotating with the lattice.
The Hamiltonian for atoms in an artificial magnetic field is given by

\[ H = \int \mathrm{d}r \left\{ \hat{\Psi}^\dagger \left[ \frac{1}{2M} (\mathbf{p} - MA)^2 + \frac{1}{2} M \omega_{\text{eff}}^2 r^2 + V_{\text{latt}}(r) + \frac{2}{\hbar^2} \hat{\Psi}^\dagger \hat{\Psi} \right] \hat{\Psi} \right\}, \tag{1.8} \]

where \( A \) is the magnetic vector potential. In this thesis, we study optical lattices in artificial magnetic field in two parameter regimes: experimentally in the Josephson-junction regime, and numerically in the fractional quantum Hall regime.

To arrive at the Hamiltonian in the tight-binding regime, we make the Peierls substitution \([39, 40, 41]\). This consists of replacing the momentum term \( \mathbf{q} \) in the band structure \( E_0(\mathbf{q}) = -2J_0[\cos(q_x d) + \cos(q_y d)] \) with the covariant momentum \( (\mathbf{p} - MA) \) and treating it as the effective Hamiltonian. Calculation of the tunnelling matrix elements as given in equation (1.6) leads to the following Bose-Hubbard Hamiltonian:

\[ H = -J \sum_{\langle i,j \rangle} e^{i\phi_{ij}} \hat{a}_{i\sigma}^\dagger \hat{a}_{j\sigma} + \text{h.c.} + \frac{U}{2} \sum_i \hat{a}_{i\uparrow}^\dagger \hat{a}_{i\uparrow} \hat{a}_{i\downarrow} + \sum_i \varepsilon_i \hat{a}_{i\uparrow}^\dagger \hat{a}_{i\sigma}, \tag{1.9} \]

where \( \phi_{ij} = (M/\hbar) \int_i^j A \cdot \mathrm{d}r \). Equation (1.9) differs from the Bose-Hubbard Hamiltonian in a static lattice by means of phases on the hopping terms. The total magnetic flux through a plaquette \( \alpha \) that can be reached using artificial magnetic fields can be \( \sim N \), which is not possible in condensed matter systems due to the small plaquette size. Thus cold atoms can be used to investigate the interesting effects that occur in these regimes.

### 1.3.2 Spin models

#### Spin exchange interaction

A variety of spin models can be realised by using the spin exchange interaction for spinor bosons or fermions in an optical lattice \([42, 43, 44]\). We consider atoms having two internal spin states \( \sigma = \uparrow, \downarrow \), where the two spin states are trapped in independent lattices, so that the lattice parameters for each spin state can be independently controlled. The Hamiltonian in the tight-binding limit is

\[ H = - \sum_{\langle i,j \rangle, \sigma} (J_{\sigma} \hat{a}_{i\sigma}^\dagger \hat{a}_{j\sigma} + \text{h.c.}) + \frac{1}{2} \sum_{i, \sigma} U_{\sigma} \hat{n}_{i\sigma} (\hat{n}_{i\sigma} - 1) + U_{\uparrow \downarrow} \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}. \tag{1.10} \]
In the regime where \( J_\sigma \ll U_\sigma, U_{\uparrow \downarrow} \) and \( \langle \hat{n}_{\uparrow \uparrow} \rangle + \langle \hat{n}_{\downarrow \downarrow} \rangle = 1 \), this can be expressed as a spin Hamiltonian:

\[
H = \sum_{\langle i,j \rangle} \left[ \lambda_z \sigma_z^{[i]} \sigma_z^{[j]} - \lambda_\perp (\sigma_x^{[i]} \sigma_x^{[j]} + \sigma_y^{[i]} \sigma_y^{[j]}) \right],
\]

where \( \sigma_z^{[i]} = \hat{n}_{\uparrow i} - \hat{n}_{\downarrow i}, \sigma_x^{[i]} = \hat{a}_{\uparrow i}^\dagger \hat{a}_{\downarrow j} + \hat{a}_{\downarrow j}^\dagger \hat{a}_{\uparrow i} \) and \( \sigma_y^{[i]} = -i(\hat{a}_{\uparrow i}^\dagger \hat{a}_{\downarrow j} - \hat{a}_{\downarrow j}^\dagger \hat{a}_{\uparrow i}) \), and where the ‘-’ is replaced by a ‘+’ for fermions. This is the anisotropic Heisenberg model (the XXZ model). The parameters \( \lambda_{z,\perp} \) are given by \( \lambda_z = (J_\sigma^2 + J_\perp^2) / 2U_{\uparrow \downarrow} - J_\perp^2 / U_\uparrow - J_\perp^2 / U_\downarrow \) and \( \lambda_\perp = J_\uparrow J_\downarrow / U_{\uparrow \downarrow} \), so it can be seen that the model can be tuned by varying the relative lattice depths of the two state-dependent lattices, thus changing the magnitude of \( U_\sigma / J_\sigma \) or through using a Feshbach resonance [14, 15]. The Ising model is realised if \( J_\uparrow \) becomes negligible while \( J_\downarrow \) remains finite, while the isotropic Heisenberg model is realised for equal tunnelling and interaction energies. The energy scales as \( J^2 / U \), which is a few nanokelvin for typical experimental parameters.

### Mapping to hard core boson model

Spin models can also be realised by mapping onto the hardcore boson model (i.e. where for a sufficiently large on-site interaction energy we can assume that there is a maximum of one atom allowed on each site). In this case, the Fock states \( |0\rangle_i, |1\rangle_i \) map to spin states \( |\uparrow\rangle_i, |\downarrow\rangle_i \). The bosonic creation and annihilation operators \( \hat{a}_i, \hat{a}_i^\dagger \) are mapped onto the spin-1/2 operators as \( \sigma_z^{[i]} = \hat{a}_i + \hat{a}_i^\dagger, \sigma_x^{[i]} = -i(\hat{a}_i - \hat{a}_i^\dagger) \) and \( \sigma_z^{[i]} = 1 - 2\hat{a}_i^\dagger \hat{a}_i \) [45]. This transforms the Hamiltonian to

\[
H = -\frac{J}{2} \sum_{\langle i,j \rangle} \sigma_x^{[i]} \sigma_x^{[j]} + \sigma_y^{[i]} \sigma_y^{[j]}.
\]

Unlike with the spin exchange interaction above, the energy scales are of order \( J \) and thus it is easier to model this system experimentally.

### 1.4 Thesis overview

This thesis describes both experimental work and theoretical work related to quantum simulation of two-dimensional condensed matter systems.

In Chapter 2, the experimental arrangement used to produce a BEC of \(^{87}\)Rb and provide a flexible two-dimensional optical lattice potential is described. Calibration of the optical lattice parameters and adiabaticity of
loading atoms into the optical lattice are discussed. The optical lattice periodicity can be varied dynamically to provide an ‘accordion’ lattice, and experiments with ultracold atoms trapped in an accordion lattice are described in Chapter 3. In these experiments the atoms remain bound whilst the spacing of the lattice is increased in both directions from 2.2 to 5.5 \( \mu m \) in a few milliseconds. This technique allows a quantum simulation experiment to be performed with a lattice spacing smaller than the resolution limit of the imaging system, while allowing imaging of the atoms at individual lattice sites by subsequent expansion of the optical lattice.

Chapter 4 is concerned with artificial magnetic fields, and an overview of methods to generate artificial magnetic fields is given. The optical lattice described in Chapter 2 can also be rotated, which results in an artificial magnetic field. With many atoms per lattice site the system is analogous to a Josephson-junction array, and previous experiments carried out in this regime are summarised, and compared with simulations carried out by solving the time-dependent GPE for our experimental parameters. Other phases that arise for atoms in optical lattices subject to artificial magnetic fields, and the steps that would be required to reach the strongly correlated regime, are then discussed.

Chapters 5 to 7 are concerned with efficient numerical techniques for describing strongly correlated two-dimensional systems. Such calculations are important for improving our understanding of these systems, and for determining the parameters required to reach these regimes in an experiment. In Chapter 5 the tensor network description of states and the correlator product state representation are introduced. Estimation of expectation values using Monte Carlo sampling and determining the ground state using stochastic minimisation are described. In Chapter 6 these techniques are applied to the two-dimensional quantum Ising model in a transverse magnetic field. It is demonstrated that large system sizes can be reached using this description, and the degree to which long-range correlations can be described are compared for different correlator types. In Chapter 7 we apply the correlator product state method to the two-dimensional Bose-Hubbard model in a magnetic field in the regime in which fractional quantum Hall physics is predicted to occur. Exact diagonalisation calculations for small systems in a disk geometry are first described, and these are then compared with results found using correlator product states. Preliminary results for larger systems are also presented.

A summary of the thesis is given in Chapter 8, and future directions for both experimental and theoretical work are discussed.
This chapter describes the arrangement used to perform experiments with a BEC of $^{87}$Rb in a dynamic optical lattice. The BEC-producing parts of the apparatus built before my arrival are described in detail in earlier theses from the group [46, 47, 48], so only an overview of experimental sequence is described below. For a schematic of the atomic transitions used to cool and image the atoms, see appendix A.

### 2.1 Producing a BEC

Figure 2.1 shows the experimental arrangement used to produce a BEC in our lab, illustrating the paths of the various beams used to cool and trap the atoms, and the positions of the magnetic coils.

The vacuum system is made up of two sections at different pressures:

- The pyramid chamber has a background pressure of approximately $10^{-9}$ mbar, and contains the rubidium source (SAES getters) for the initial loading;

- The science cell, which is kept at ultra-high vacuum. This is the region in which we trap atoms in the magnetic trap for evaporating to BEC and loading into the optical lattice.

Cold atoms are loaded into the magnetic trap using a double magneto-optical trap (MOT) system [49]. The atoms released from heated getter sources create a vapour pressure of rubidium in the pyramid chamber. Using a pyramid MOT [50, 51] provides a simple way to provide the initial loading
since the six MOT beams are generated from a single beam by means of the four pyramid mirrors. A flux of cold atoms is directed into the science cell through a $1 \times 2$ mm slit at the vertex of the pyramid. Here the atoms are captured by a conventional six-beam MOT. Figure 2.1 shows the position of the four horizontal MOT beams (there are two additional vertical MOT beams that are not shown). We are able to capture up to $3 \times 10^8$ atoms in one minute in our six-beam MOT.

After the initial MOT loading stage the atoms are prepared for optimal loading into the magnetic trap by a compressed MOT stage to increase the phase space density of the cloud. This is done by increasing the quadrupole field gradient and the detuning. Then the optical molasses technique is used to cool the atoms to around $40 \mu$K. The cold atoms are optically pumped
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The cigarshaped dimensions of the final BEC are not optimal for loading into our 2D optical lattice. The radius of a 100,000 atom cloud in this trap is only 9.1 µm, and this would not result in a large number of filled lattice sites. Also the low axial trapping frequency means that there is only a small energy barrier to exciting higher vibrational levels in the axial direction, and the large axial extent (40 µm) makes imaging in the radial plane challenging. For these reasons, the next step in the sequence is to change the geometry of the trap to result in a pancake-shaped BEC. We achieve this by increasing the axial trapping frequency using an optical dipole trap.

The optical dipole trap is formed using a single slice of light with a red frequency detuning. The laser set-up for the dipole trapping sheet (not shown) consists of a tapered amplifier (Eagleyard TPA-850-1W) seeded with broadband light from a multi-mode diode (Roithner QL86T4HD) operating at 865 nm with a line width of 3 nm.\(^1\) This large line width results in laser light

\(^1\)The beam profile of the light from the multi-mode diode is very poor, and to obtain an optimal beam for seeding the tapered amplifier we first pass the beam through a single-
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with a coherence length of order 100 µm, which cuts down any interference that would occur on length scales larger than this. Crucially, the coherence length is smaller than the thickness of the quartz science cell (2 mm), thus there is no interference caused by multiple reflections between the cell walls. We have found that using broadband light significantly improves the beam profile of the trapping slice, and improves the lifetime of the condensate if the atoms are moving in the trap (e.g. if they are rotating), as well as reducing the damping rate of such movement. The resulting light beam is passed to the vacuum system optical table through a single-mode optical fibre. The optics used to form the slice are shown in Figure 2.1. The vertical slice is formed by passing the spherically symmetric beam output from the fibre through a telescope formed by a 15 cm cylindrical lens and a 12.5 cm circular lens. The $1/e^2$ waists of the beam at the centre of the magnetic trap are $w_y = 1.30(1)$ mm and $w_z = 22.5(3)$ µm, and the maximum power we can attain is around 200 mW. The beam power is controlled using a PID mode fibre. Coupling into the fibre is achieved with only $\sim 5\%$ efficiency, but the 26 mW that results is adequate for our purposes.
2.3. Imaging

We have the ability to image in two directions: in the yz-plane (transverse imaging) and in the xy-plane (axial imaging). To image the atoms in both cases, we use conventional absorption imaging. We first optically pump the atoms to the F = 2 level by illuminating them with repumper light (see appendix A) along all the MOT beam paths. We then image the atoms by illuminating the atoms by a collimated beam of light resonant with the $5S_{1/2} F = 2 \rightarrow 5P_{3/2} F' = 3$ transition. The light is absorbed by the atoms, and it is the shadow in the probe beam that is imaged. The intensity of a probe beam propagating along z varies as $I = I_0e^{-O(x,y)}$, where $O(x,y)$ is

intensity servo, using a photodiode to monitor the power of a pick-off beam transmitted through a polarising beam splitting cube (PBS).

The dipole trapping slice yields a potential of the form

$$V(x, y, z) = -\frac{V_0}{\zeta_y(x)\zeta_z(x)} \exp \left( -\frac{2y^2}{w_y^2\zeta_y^2(x)} - \frac{2z^2}{\zeta_z^2(x)w_z^2} \right),$$

(2.1)

where $\zeta_y(x) = \sqrt{1 + x^2\lambda^2/\pi w_y^4}$ with $\lambda$ the wavelength of the trapping light. This can be approximated as a harmonic trap with $\omega_{y(z)} = \sqrt{4V_0/Mw_y^2}$ and $\omega_x = \sqrt{V_0\lambda^2/\pi Mw_z^4}$ close to the centre of the trap.

We calibrate the axial trapping frequency as a function of control voltage by giving the cloud a small kick and observing the frequency of oscillations in time-of-flight. The maximum power corresponds to a trapping frequency of $\omega_z = 2\pi \times 180$ Hz. At this power, the scattering rate $\Gamma_{\text{scatt}} = 40$ ms$^{-1}$, equivalent to a heating rate of 4 nK/s, and thus it is not desirable to use such a deep trap for more than a second. However, since $\omega_z^2$ scales with $\sqrt{\mathcal{P}}$, $\mathcal{P}$ being the optical power, we are still able to work at trap frequencies of around $\omega_z = 2\pi \times 50$ Hz with negligible heating for a few seconds. For $\omega_z = 2\pi \times 100$ Hz, a 100,000 atom cloud has a radius of 16.8 $\mu$m in the xy-plane, and an axial radius of 3.4 $\mu$m.

The trapping frequencies along the radial directions when $\omega_z = 2\pi \times 100$ Hz are $\{\omega_x, \omega_y\} = 2\pi \times \{3.4, 1.7\}$ Hz, which when added in quadrature to the magnetic radial trapping frequency, changes the overall frequencies by 0.1 Hz and 0.3 Hz respectively.
the optical density, which on resonance is given by

\[ O(x, y) = \frac{\sigma_0}{1 + I/I_{sat}} \int n(x, y, z)\,dz \]  

(2.2)

where \( \sigma_0 \) is the absorption cross section and \( n(x, y, z) \) is the density of the cloud. In our experiment the measured value of the optical density saturates at \( \sim 3 \), due to small parts of the probe beam that cannot be observed (i.e. off-resonant, incorrectly polarised, or scattered light). It is therefore important to ensure that \( O(x, y) < 3 \). This is usually satisfied when imaging at a long time-of-flight, however for imaging \textit{in situ} the optical density is \( \sim 100 \). When imaging \textit{in situ} we only repump a fraction of the atoms, either by repumping only a thin slice of the condensate, or by detuning the repumper light. Doing this means that there are fewer atoms that interact with the probe beam, thus reducing the optical density. The same Andor CCD camera is used for both types of imaging, with flipping mirrors used to switch between the two imaging methods. The arrangement of the imaging beams is illustrated in Figure 2.1.

For transverse imaging, the light is first incident on a 12.5 cm lens, and the image is brought at the camera using a 25 cm lens. The images have a magnification of 2, and the field of view in the object plane is around 4 mm across, allowing a large variation of the time-of-flight to be viewed in this plane without adjustment of the beam path. Transverse imaging is used for imaging the atom cloud at a long time-of-flight (typically up to 30 ms). A small bias field to define a quantisation axis is provided by the E/W shim coils, and the probe light is polarised to drive the \( \sigma^+ m_F = 2 \) to \( m_F' = 3 \) transition. For transverse imaging we use a probe pulse duration of 200 \( \mu \)s, and the images in Figure 2.2 are taken with \( I/I_{sat} = 1 \).

To image in the plane of the lattice and at high resolution, we use axial imaging. The objective lens [52] is a compound four-lens arrangement, made according to the design described in [53]. The four-lens objective is designed to give diffraction-limited performance at a large working distance, and to correct spherical aberrations introduced by the cell window through which the cloud is observed. It is also designed give a good performance at both 780 nm for imaging, and at 830 nm for forming the optical lattice (described below). The numerical aperture (NA) of the lens is 0.27, and it has a working distance of 37 mm. The theoretical maximum resolution of the axial imaging system is \( d_{res} = 0.61 \lambda/\text{NA} = 1.8 \ \mu\text{m} \), however the depth of field of the imaging system is \( \lambda/\text{NA}^2 = 10 \ \mu\text{m} \). This limits the minimum structure size we can resolve, since the axial extent of the cloud is usually comparable with this.
The image is brought to a focus on the same Andor camera using a 75 cm lens, and the magnification is 18.7, with a field of view of around 440 μm. When imaging in situ in the weak trap, there is a large magnetic field along the z-direction of 66 G that defines the quantisation axis. This shifts the probe transition frequency by 92 MHz, so the probe light is frequency shifted (using an additional acousto-optic modulator (AOM)) for in situ imaging. We use $I/I_{\text{sat}} = 0.75$, and a probe pulse of 50 μs or less. We find that a longer probe pulse causes blurring of the atoms due to movement during imaging.

2.4 Optical lattice

The optical lattice is generated using acousto-optic deflectors and an optical interferometer that has been previously reported in [48, 54]. This arrangement is extremely flexible and allows smooth variation of the optical potential as we have demonstrated for a rotating optical lattice [55], and a lattice with dynamically varying periodicity (an ‘accordion’ lattice) as described in Chapter 3.

2.4.1 Optical lattice arrangement

The arrangement used to generate the optical lattice used in these experiments is shown in Figure 2.3. The light for the optical lattice is provided by a Ti:sapphire laser (Coherent MBR-110) operating at 830 nm. The laser is positioned on a separate optical table (not shown), and the light passes through a single-mode fibre giving a beam with a $1/e^2$ radius of 2.8 mm. A small portion of the beam is picked off and sent to a photodiode for monitoring the beam power. The beam power is controlled by the attenuation of an AOM on the same optical table as the Ti:Sapphire laser, and a PID controller. This keeps the beam power stable with variations of less than 1%.

Acousto-optic deflection of beams

The laser beam at 830 nm is then split into two beams of equal power at a PBS to provide the light for each of the two orthogonal lattices. Each

2The magnification of the imaging system is found conventionally by monitoring the distance a cloud falls in time-of-flight.

3We do not have much flexibility over this value, since we are limited in the beam size by the requirement that the imaging passes through the vertex of the pyramid chamber, and also limited in the beam power by the requirement that we have sufficient counts at the camera.
beam being sent to its respective acousto-optic deflector (AOD), which is a dual axis Isomet LS110A-830XY comprising two crystals oriented at 90° to provide deflection in two directions. The rf signal used to control the beam deflection is provided by a custom built Direct Digital Synthesis (DDS) system, described in [47], which we operate with a frequency resolution of 1 Hz,\(^4\) and a frequency update rate of 10 MHz. The DDS system has four chips (which will be referred to as \(X_1\) to \(X_4\)), three of which are used for control of the optical lattice: \(X_1\) controls the \(x\) deflection of the first lattice; \(X_2\) controls both the \(x\) deflection of the first lattice and the \(y\) deflection of the second lattice; and \(X_4\) controls the \(x\) deflection of the second lattice. (The remaining chip, \(X_3\), was used to provide an rf signal for evaporation in later parts of the experimental sequence). Control of the DDS signal is provided by a LabView program, allowing flexible and easily programmable control of the beam deflection. In addition to controlling the deflection of the beams, the DDS system also allows control of the power of the rf signal, giving us

\(^4\)It is possible to reach a frequency resolution of 1 µHz if all 48 bits of frequency resolution are used.
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another means for varying the depth of the optical lattice.

The centre frequencies of the AODs (which define the optical axis) are displaced from one another by 10 MHz, while the maximum amplitude used is 3.8 MHz, ensuring that there is always a detuning of a few MHz between the beams to prevent interference. This maximum amplitude corresponds to a deflection of 0.3° from the optical axis. The deflected beams are recombined at a PBS after being passed through a quarter-wave plate to ensure maximum transmission/reflection as required (since the beam is circularly polarised after the AOD). At a distance of 75 cm from both AODs, the beams are passed through a 75 cm lens, which produces a beam parallel to the optical axis and displaced by an amount proportional to the deflection angle (for the small angles that we deal with).

Interferometer arrangement

The deflected beam from each AOD then passes through the interferometer optics: the short arm of the interferometer simply reflects the beam, while the long arm of the interferometer includes a 10 cm lens arranged as a 4f optical imaging system, which deflects the beam to the opposite side of the optical axis while leaving the characteristics of the beam profile unchanged. The quarter-wave plate in both arms ensures that no power is lost. The final result is a beam pair (from each AOD) that are always deflected by the same distance, but in opposite directions, from the optical axis. Directly after the interferometer the beam pairs will have perpendicular polarisations. The following half-wave plate (which rotates the polarisation through 45°) and PBS ensure that the beam pair will have the same linear polarisation. A final quarter wave-plate (not shown) is used to give all the beams the same circular polarisation.\(^5\)

Optical lattice alignment

Note that half the power is lost at the final PBS, and unfortunately there is no way to avoid this (using non-polarising beam splitting cubes would simply result in the same power loss at the interferometer). The transmitted beam is used as a tool for aligning the lattice beams, and an infra-red video camera is positioned for this purpose. Careful alignment of the beams is necessary to ensure that the centres of the two lattices are the same, and that the lattice spacing does not change while the lattices are rotated. The alignment routine we used is described in detail in [48]. Briefly, we monitor the positions of

---

\(^5\)This ensures that the electric field component in the plane of the interference fringes remains constant as the lattice rotates.
2.4. Optical lattice

the beams as the deflection angle is rotated. For correctly aligned beams, the positions of the beam pairs should coincide when the deflection angle is rotated 180° degrees, and a fast switching of the beam position indicates if this condition is satisfied. The alignment of the optical lattice is monitored every day, and a small adjustment of the first 75 cm lens or of the beam path of the AOD is required every few days to maintain optimum alignment. This procedure can keep good alignment for several weeks, after which realignment of the whole system from the AODs onwards is carried out.

Path to atoms

After the final beam splitting cube, the optical lattice could be created by simply bringing the beams to a focus at the atoms using the four-lens objective. However, in our set-up, for practical reasons, there are a few metres between the science cell and the interferometer. In addition, the beam waist and displacement produced for a given rf frequency are not optimal for our experimental parameters. For these reasons the beam is passed through a number of telescopes before it reaches the four-lens objective. A 1:1 telescope maps the beam parameters to a further position along the optical bench, while a 1:2 telescope halves the beam waist at the atoms (increasing the lattice depth for a given power), and doubles the beam displacement from the optical axis for a given rf frequency. The beam displacement in the back focal plane of the four lens objective is related to the rf displacement $\Delta \nu_{x(y)}$ by $D \propto (\Delta \nu_x, \Delta \nu_y)$ for small angles.

The optical lattice is formed in the focal plane of the four-lens objective, which is arranged to be at the same position as the centre of the weak magnetic trap. Each beam pair produces interference fringes with an intensity distribution of the form

$$I = I_0 e^{-2(x^2+y^2)/w^2} \times \left[ 2 + \cos \left( \frac{2\pi}{d} (x \cos \theta + y \sin \theta) \right) + \cos \left( \frac{2\pi}{d} (y \cos \theta - x \sin \theta) \right) \right], \quad (2.3)$$

where $I_0$ is the peak intensity, $w = 69 \ \mu m$ is the beam waist, $\theta$ is the orientation angle of the lattice with respect to the horizontal direction given by $\tan \theta = \Delta \nu_x / \Delta \nu_y$. The distance between intensity maxima $d$, which is the optical lattice spacing, is given by $d = f \lambda / D \propto 1/\sqrt{(\Delta \nu_x)^2 + (\Delta \nu_y)^2}$. In this way both the angle of orientation of the lattice and the lattice spacing

---

6This is preferable since the diffraction efficiency decreases with increasing displacement.
can be varied dynamically by changing the frequency of the rf signals applied to the AODs.

The minimum lattice spacing is constrained by the NA of the objective lens to $d_{\text{min}} = \lambda/(2\text{NA}) = 1.53 \, \mu\text{m}$, although in our experimental sequences we keep to a lattice spacing of above $2.2 \, \mu\text{m}$ to be sure that no clipping of the lattice beams occurs.

**Alignment onto atoms**

As well as ensuring the lattice optics are well aligned, it is important to ensure that the optical lattice is well aligned with the centre of the magnetic trap. This is more critical for rotation where a mismatch of a few microns can lead to a lot of heating. It is also important for the accordion lattice (see Chapter 3), as if the centre of expansion of the lattice is far from the centre of the magnetic trap the velocity of the atoms on the outside of the cloud will be larger, causing more heating.

The initial alignment of the optical lattice is carried out using two mirrors placed before the four-lens objective. The alignment of the optical lattice drifts by a few microns over a timescale of a few days, and small adjustments of the relative alignment of the magnetic trap and optical lattice are made by varying the current in the E/W and U/D shim coils. We monitor the position of the centre of the lattice by looking at the position of a rotated cloud at different points during a period of rotation.

![Figure 2.4: False colour plots of *in situ* absorption images taken in the $xy$-plane. An optical lattice with $V_0 = h \times 8.5$ kHz and $d = 7.5 \, \mu\text{m}$ is ramped on, and then rotated at a frequency of 5 Hz. Shots are taken every quarter of a rotation period. In these shots the atoms trace out a circle with radius 8 $\mu\text{m}$, which gives the offset between the centre of the optical lattice and the centre of the magnetic trap.](image-url)

Figure 2.4 shows an example of these images taken *in situ*, but this technique can also be used in time-of-flight. For monitoring the position *in situ*, the position of the cloud is monitored while atoms are trapped in a rotating optical lattice. For monitoring the position in time-of-flight, the optical
lattice is first ramped down while it is rotating, and the cloud imaged after different hold times in the magnetic trap. The accuracy to which we can align the optical lattice is limited by the accuracy to which we can determine the centre of the magnetic trap, which is around $\pm 2 \, \mu m$.

## 2.4.2 Characterisation of the optical lattice

### Lattice depth

We can estimate the lattice depth $V_0$ from the optical power using [33]

\[
V_0 = \frac{\pi c^2}{2} \left( \frac{2\Gamma_2}{\Delta_2 \omega_2^2} + \frac{\Gamma_1}{\Delta_1 \omega_1^2} \right) \frac{8P}{\pi w^2},
\]

where $P$ is the power of one of the beam pairs, $\Gamma_{1,2}$ is the natural line width of the $D_{1,2}$ transition, $\omega_{1,2}$ is the frequency of each transition and $\Delta_{1,2}$ is the detuning of the trapping light from each transition (and where for this rough estimate we have ignored the contribution from the ground state hyperfine splitting). This gives an initial estimate for the lattice depth as a function of beam power as 7.6 kHz/mW for our parameters. However, it is more accurate to measure the beam depth directly, since determining the beam characteristics accurately is difficult. For example, the lattice depth is likely to be smaller than the calculated value due to losses at the science cell, and imperfect beam balance. Measuring the lattice depth can be done in a variety of ways, e.g. by parametric excitation of atoms in the optical lattice [56], or by measuring the frequency of Rabi oscillations after switching on a moving optical lattice [57].

We choose to measure the lattice depth using Kapitza-Dirac diffraction from the optical lattice [58]. In this technique, the optical lattice is flashed on for a short duration, imprinting a spatially dependent phase on the cloud. The atoms are then imaged after time-of-flight to reveal the resulting density distribution. This differs from the most commonly used method of diffraction, where atoms are loaded into the ground state of the optical lattice before release, and typically only two diffraction orders are present (although this can also be used to measure the lattice depth [57]). Here, the plane wave wave function of the BEC evolves under the lattice Hamiltonian, populating many higher Bloch bands. One advantage of measuring the lattice depth in this way is that it does not require knowledge of the lattice spacing. We work within the Raman-Nath regime, i.e. on timescales short enough that the movement of the atoms is assumed to be much smaller than the lattice spacing. To satisfy this, we require that the pulse length $\tau$ is smaller than a quarter of the period of oscillation in the bottom of the trap (approxi-
mating the sinusoidal potential as harmonic). We work with \( P \sim 3 \) mW and \( d = 2.2 \) \( \mu \)m, and estimating the lattice depth from the formula above, gives \( \tau \ll 100 \) \( \mu \)s. Beyond this time limit, a characteristic collapse of the diffraction orders occurs, as reported in [59].

We assume an optical potential of the form \( V(x, y) = \frac{1}{2} V_x \sin(Gx) + \frac{1}{2} V_y \sin(Gy) \), \( G \) being the reciprocal lattice vector \( 2\pi/d \), i.e. we assume the depth of the optical lattice is uniform over the extent of the atomic cloud. Taking the single-particle Hamiltonian to comprise the potential term only, the wave function evolves as

\[
\psi(x, y, \tau) = \left( \sum_{n_x=-\infty}^{\infty} \mathcal{J}_{n_x} \left( -\frac{V_x \tau}{2\hbar} \right) e^{in_x G_x} \right) \times \left( \sum_{n_y=-\infty}^{\infty} \mathcal{J}_{n_y} \left( -\frac{V_y \tau}{2\hbar} \right) e^{in_y G_y} \right) \psi(x, y, 0), \tag{2.5}
\]

where \( \mathcal{J}_n(z) \) is a Bessel function of the first kind, and where we have used the identity \( e^{iz \sin \phi} = \sum_{n=-\infty}^{\infty} \mathcal{J}_n(z)e^{in\phi} \).

The momentum distribution is given by the Fourier transform of the single particle density matrix, and so will have the form of peaks at \( k = (n_x G, n_y G) \), and the position in time-of-flight \( r_{\text{tof}} \) is mapped to momentum as \( r_{\text{tof}} = \hbar k_{\text{tof}}/m \). The population in each peak is given by \( N(n_x, n_y) = N_T \mathcal{J}_{n_x}^2 \left( V_x \tau/2\hbar \right) \mathcal{J}_{n_y}^2 \left( V_y \tau/2\hbar \right) \), where \( N_T \) is the total number of atoms. We use a pulse length of 50 \( \mu \)s, and have verified numerically that the expression for the population in each order is well described by this expression up to this timescale.

We start with a BEC of 100,000 atoms in the weak trap, with axial trapping frequency \( \omega_z = 2\pi \times 56 \) Hz. We release the optical axial trap only, and then after a 3 ms delay flash on the optical lattice, after which we release the magnetic trap and the optical lattice at the same time.\(^7\) After 20.5 ms time-of-flight, we take an absorption image in the \( xy \)-plane. To determine the trapping depth as a function of optical power, we vary the amplitude of the rf signal supplied to the AOD. Examples of the absorption images obtained are shown in Figure 2.5. We also take images at multiple orientations of the lattice, to monitor how the lattice depth changes as a function of rotation angle.

\(^7\)Releasing the axial trap first reduces the mean-field interaction energy, thus reducing the unwanted effects of the atom-atom interaction in the diffraction images.
Figure 2.5: False colour plots of absorption images taken in the $xy$-plane at 20.5 ms time-of-flight, after an optical lattice has been flashed on for 50 $\mu$s. In these plots the horizontal lattice depth $V_x$ is kept constant while the vertical lattice depth $V_y$ is increased by changing the amplitude of the rf signal supplied to the AOD. In the sequence, the lattice was oriented at 130°, and the images subsequently rotated.
To extract the optical lattice depth from these images, we first clean the images to remove fringes by removing high-frequency noise in the Fourier transform of the images, and rotate the image so that the lattice axes are perpendicular to the image axes (Figure 2.5 shows the images already cleaned and rotated). For each of the two lattices, we integrate over the perpendicular direction, and fit to the thermal background, which is then subtracted. We then perform a multi-peak Gaussian fit to determine the relative population in each of the diffraction peaks. These peaks \( n_{x(y)} \) are then fitted to \( \mathcal{J}_{m}^{2}(V_{x(y)}\tau/2\hbar) \) to determine the depth.

(a) \( \Lambda(X_4) \) constant at 65%, \( \Lambda(X_1) \) varied  
(b) \( \Lambda(X_1) \) constant at 80%, \( \Lambda(X_4) \) varied  

Figure 2.6: Lattice depth as a function of the amplitude of the rf signal supplied from a given DDS chip \( \Lambda(X_1(4)) \). The lattice depths are calculated by fitting Bessel functions to the relative populations of the diffracted orders. The lattice depth varies as \( V_x \propto \Lambda(X_1)^{1.55} \), and \( V_y \propto \Lambda(X_4)^{1.54} \).

Figure 2.6 shows the lattice depths obtained as a function of the amplitude of the rf signal supplied to the AODs. Note that the diffracted optical power is not proportional to this value: we perform a fit of the form \( V_{x(y)} = \Lambda(X_1(4))^c \), where \( \Lambda(X_1(4)) \) is the amplitude of the rf signal supplied from a given DDS chip. We also measure the diffracted optical power as a function of \( \Lambda(X_1(4)) \), and find the dependence is consistent with that fitted for the depth. This technique allows us to determine the optical depth to an accuracy of ±5%. It also allows us to determine a relation for the lattice depth as a function of optical power (measured just before the four-lens objective), which we find to be 6.0 kHz/mW. This value is lower than the value calculated using equation (2.4) above, which can be explained by power losses at the four-lens objective and glass cell, as well differences in intensity between to the two beam pairs.
at the position of the atoms. There is a small long-term variation in the lattice depth (around 2 kHz, noticeable in Figure 2.6) as a function of optical power over the course of the day, which is improved by taking care to ensure that fluctuations of the temperature in the lab over a 24 hour period are kept to a minimum (< 1°). However, this variation makes it difficult to use this technique for normalising the beam depth as a function of lattice angle, and instead we use the power of the beams measured after the four-lens objective for normalisation.

**Optical lattice spacing**

Although it is possible to calculate the lattice spacing using the beam deflection angle from the AOD and the focal lengths of the lenses, again it is more accurate to calculate this value directly. A detailed discussion of these effects and of calibration of the lattice spacing is given in [48], and what follows is a summary. We measure the optical lattice spacing in three ways:

**Spacing of interference fringes** In our arrangement, the vacuum system is mounted on rails, and can be easily rolled out so that the focal plane of the four lens objective can be reached. We can then image the interference fringes directly by placing a mirror in the focal plane, and reflecting the optical lattice light back through the axial imaging system to form an image on the CCD camera.

**Imaging atoms trapped in the optical lattice** For lattice spacings of 4.6 μm and above, we can resolve individual lattice sites, and so determine the lattice spacing directly. Figure 2.7 shows such an image at the minimum resolvable lattice spacing.

**Distance between diffraction orders**

As described above, the distance between diffraction orders in time-of-flight is given by the condition $k = 2\pi/d = m x_{\text{tof}} / h t_{\text{tof}}$. This allows us to determine small lattice spacings. However, the distance between orders can be
significantly modified by interaction effects which reduces the accuracy of this measurement technique.

We find that the lattice spacing is related to the rf frequency as $d = (8.53(4)/\Delta\nu) \, \mu m$, where $\Delta\nu$ is given in MHz.

### 2.4.3 Loading atoms into the optical lattice

When performing experiments with the optical lattice it is important that atoms are loaded adiabatically, i.e. that atoms are loaded into the ground state of the optical lattice as the lattice depth is ramped up. The requirements to ensure this depend on the properties of the condensate that are loaded into the optical lattice.

In the case where the density is low, such that the mean-field interaction is negligible, the important timescale is that set by the gap $E_g$ to the first excited state. To ensure that no atoms are excited from the ground state $|0\rangle$ to the first excited state $|1\rangle$, the adiabaticity criterion $|\langle 1|\hat{H}|0\rangle| \ll E_g^2/\hbar$ should be satisfied (where we assume that the initial momentum of the condensate is zero). The energy gap $E_g \geq 4E_R$ (where $E_R$ is the lattice recoil energy $\hbar^2(G/2)^2/2M$) for all $V_0$ for zero quasimomentum, so the requirement is that $V_0 \ll 16E_R^2/\hbar$ [60]. For a 2.2 $\mu$m lattice, $E_R = \hbar \times 119$ Hz. Assuming a linear ramp of lattice depth to $V_0 = \hbar \times 2$ kHz, the requirement is that the ramp time should be much greater than 1.4 ms (although it would be possible to ramp faster than this while satisfying the adiabaticity criterion if an exponential ramp was used).

This criterion ensures that the ramp in depth is adiabatic with respect to the single-particle motion only. When atom-atom interactions are important, as they are for our experimental parameters, the lattice ramp must be adiabatic with respect to the interaction timescale. This can be understood as follows: when the optical lattice is ramped up, the density at the potential minima increases, increasing the mean-field energy. To minimise the energy, the radius of the cloud increases, leading to the sum of the mean field energy $U_0|\psi(r)|^2$ and the trap potential being constant across the optical lattice (in the Thomas-Fermi limit).

We can determine the time required to ramp up the optical lattice adiabatically by numerically solving the 2D Gross-Pitaevskii equation (GPE) using a time-splitting spectral method (see Appendix B for details). We take the 2D interaction parameter $\beta = 1000$, which corresponds to around 80,000 atoms with $\omega_z = 2\pi \times 100$ Hz. We start with the ground state in the harmonic trap, ramp up a 2.2 $\mu$m optical lattice with an exponential ramp, and then determine the final wave function $\psi_f(r)$ for different ramp times. This final wave function is then compared to the ground state in the optical lattice.
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\( \psi_g(\mathbf{r}) \) by calculating the overlap \( | \int \psi_g^*(\mathbf{r}) \psi_f(\mathbf{r}) d\mathbf{r} |^2 \).

Figure 2.8: Phase of the wave function after an optical lattice has been ramped up to 4 kHz in 40 ms for different hold times \( t_{\text{hold}} \). Immediately after the ramp the phase is relatively uniform at the overlap with the ground state is 0.77. While held in the trap the phase at each lattice site evolves at a different rate, and after 15.5 ms hold the wave function has dephased, and the overlap dropped to 0.27.

Note that the overlap found straight after the ramp can be misleading: if the ramp time is too short, the sum of the mean field energy \( U_0 | \psi(\mathbf{r}) |^2 \) and the trap potential are not constant across the lattice, and the phase at each lattice site evolves at a different frequency. Thus the overlap with the ground state initially oscillates, and at certain times the phases can be approximately constant. The effect is illustrated in Figure 2.8 which shows the phase of the wave function directly after the lattice is loaded, and then at a later hold time corresponding to a minimum in overlap with the ground state. The effect of this was shown experimentally in [61], where it was found that the visibility of the interference pattern oscillates in time when the loading of the lattice was nonadiabatic with respect to the chemical potential.

Figure 2.9 shows the overlap calculated as a function of ramp time, showing the full range of calculated overlaps after 200 ms hold in the optical lattice. The plot shows that ramp times of a few hundred milliseconds are necessary to remain adiabatic. This is consistent with our observations of expansion in time-of-flight after ramping on the optical lattice, where the visibility of the diffraction peaks is largest for ramp times of 500 ms and above.
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Figure 2.9: Data calculated for different ramp times for a 1.5 kHz and 4 kHz optical lattice. (a) Overlap with the ground state in the optical lattice after the lattice depth is ramped exponentially for different times. The error bars denote the minimum and maximum overlaps in 200 ms hold in the optical lattice. (b) and (c) Plots of the density after a 4 kHz lattice is ramped up in 8 ms and 500 ms respectively. Note the difference in the radii of the clouds.
Chapter 3

Optical lattice with dynamically variable periodicity

We have published the results in this chapter in [62].

3.1 Single site imaging using an accordion lattice

As described in Chapter 1, optical lattices create clean, tunable and flexible periodic potentials for ultracold atoms that are an important tool for investigating the quantum behaviour of strongly correlated many-body systems [16, 20, 21]. Such investigations require lattices with sub-micron spacing to ensure that the quantum dynamics occurs on millisecond timescales (and so is not subject to decoherence). The small spacing also ensures that the tunnelling energy $J$ and on-site interaction energy $U$ are comparable ($J/U \sim 1$) at a lattice depth for which the band gap $E_g \gg k_B T$, assuming a typical temperature of tens of nanokelvin. The sub-micron lattice spacing makes it challenging to observe atoms at individual lattice sites with light or near infrared radiation, and typically time-of-flight expansion has been used to probe the momentum of the atoms [17]. Being able to detect the position of the atoms \textit{in situ} can yield further information about the system, and the ability to address atoms at single lattice sites is crucial for quantum information processing [63]. \textit{In situ} imaging of the atoms has been demonstrated for lattice spacings from $2 \, \mu m$ upwards [64, 65, 66], however at these spacings the
single-atom tunnelling is negligible on typical experimental timescales. Scanning electron microscopy has been used to detect single atoms in a 0.6 \( \mu m \) optical lattice and determine the density distribution by summing over multiple images [67]. Recently there has been significant progress on directly imaging single atoms trapped in optical lattice sites at sub-micron lattice scales using fluorescence imaging [25, 26]: in both cases sophisticated optical arrangements were used. The difficulty of obtaining the theoretical maximum resolution in an optical imaging system increases dramatically as the numerical aperture increases.

Our method of imaging such systems is to use a lattice with a dynamically variable spacing. Ultracold atoms are prepared in a lattice with small spacing and then the lattice potential is expanded to facilitate imaging. This allows individual lattice sites to be resolved without the need for a complex or expensive microscope arrangement. This approach could also be used for addressing individual lattice sites; a previous experiment [66] demonstrated addressing single lattice sites spaced by 5.3 \( \mu m \). Increasing the spacing between the trapped atoms also reduces the error in qubit readout fidelity introduced by cross talk between neighbouring atoms [68]. Dynamically varying the lattice spacing could provide a promising technique for measurement based quantum computing where very high ground state fidelities are required — after a cluster state is created [69, 70] the optical lattice could be expanded to allow measurements to be carried out.

### 3.1.1 Background

Diffraction from a 1D lattice with variable periodicity [59], and investigation of the dynamics of a BEC loaded into a large period 1D lattice with tuneable spacing [71] have been demonstrated; neither of these arrangements, however, were capable of changing the lattice spacing whilst keeping the atoms trapped. Transport of ultracold atoms in optical lattices has also been demonstrated: an accelerating optical lattice has been used to transfer momentum to a BEC in multiples of the \( hG \) [60]; and atoms have been transported up to 20 cm in a moving 1D optical lattice [72]. An arrangement for generating 1D dynamically varying accordion lattices has been shown [73] in which mechanical means were used to vary the lattice spacing from 0.96 \( \mu m \) to 11.2 \( \mu m \) over one second (although it was not demonstrated with trapped ultracold atoms).

We have demonstrated the first use of an accordion lattice arrangement to dynamically increase the optical lattice spacing while the atoms are trapped. Unlike in the work described above [59, 71, 73], the lattice spacing is increased in two dimensions, and the arrangement allows the optical potential to be
varied smoothly and quickly, free of mechanical vibrations. We show that
the atoms remain trapped in the optical lattice for ramp times as short as a
few milliseconds, well within the timescales of a typical BEC experiment.

3.1.2 Experimental sequence

The accordion lattice is generated as described in Chapter 2, and yields an
optical lattice potential of the form

$$V(x, y, t) = V_l(x, y)\{\cos^2[\pi x/d(t)] + \cos^2[\pi y/d(t)]\}; \quad (3.1)$$

the spatially-dependent lattice depth $V_l(x, y)$ has a Gaussian distribution
$-V_0 \exp\left[-2(x^2 + y^2)/w^2\right]$, where $V_0$ is the peak lattice depth and $w$ is the
waist.

We start with a nearly pure BEC of 80,000 $^{87}$Rb atoms in the $F = 1, m_F =
-1$ state in a combined magnetic and optical trap with harmonic trapping
frequencies $\{\omega_r, \omega_z\} = 2\pi \times \{20.1, 112\}$ Hz.$^1$ This trap is on for the remainder
of the experimental sequence. An optical lattice potential of the form given
in Equation (3.1) with $V_0 = h \times 1.5$ kHz, $w = 69$ $\mu$m and $d = 2.2$ $\mu$m is
ramped on in 500 ms. This timescale is long enough to ensure the system is
in the ground state of the optical lattice.

Figure 3.1(a) shows an in situ absorption image of atoms trapped in
the optical lattice. As described in the previous chapter, we first apply
the repumping light to drive the atoms to the $F = 2$ hyperfine level, and
then probe the atoms by applying a 20 $\mu$s pulse of circularly polarised light
resonant with the $5S_{1/2} F = 2 - 5P_{3/2} F' = 3$ transition. To image these
dense clouds, the optical pumping light is detuned to ensure only a fraction
of the atoms are pumped to the $F = 2$ level. The detuning is chosen such
that the optical density in the lattice is reduced to order one to prevent
saturation of the absorption images. The individual lattice sites cannot be
resolved, because the finite axial extent of the cloud, which is 11 $\mu$m diameter
or more, is comparable with the depth of field of the imaging system. The
trapped cloud has radius $r_0 = 18$ $\mu$m, which indicates that there are around
eight lattice sites filled in each direction, with around 1200 atoms in each
central lattice site.

The lattice depth is then ramped to $h \times 37$ kHz in 5 ms, which cuts off
tunnelling between the lattice sites. This ensures that the lattice dynamics are frozen during the expansion of the lattice. The ramp time is short

$^1$We use a small BEC for this sequence for technical reasons: the smaller axial extent of the BEC improves imaging, and a smaller number of sites loaded means that a larger expansion ratio can be achieved (as explained below).
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compared to the single-particle tunnelling time, however it is long enough to ensure that the atoms remain in the lowest energy band of the optical lattice, i.e. $\langle \partial H/\partial t \rangle \ll E_0^2/\hbar$.

The lattice spacing is varied as a smoothed ramp given by the Gauss error function $d(t) = d_0(1 + (S - 1)[\text{erf}[7.14(t/t_r - 0.5)] + 1]/2)$, where $d_0$ is the initial spacing (2.2 $\mu$m), $S$ is the ratio of the final spacing to the initial spacing and $t_r$ is the ramp time (which is varied). The peak lattice depth $V_0$ is kept constant during the ramp, and $S$ is 2.5. In principle the lattice spacing can be expanded to any size provided that the lattice spacing remains smaller than the beam waist $w$. In practice, to ensure that atoms at the edge of the cloud are not lost, $S \ll w/r_0$ should be satisfied. For our parameters, after a 2.5 times expansion, the radius is 45 $\mu$m, and the depth at the outermost lattice site has dropped to about 40% of the depth at the centre of the lattice. The final lattice spacing, 5.5 $\mu$m, is large enough to be resolved by our imaging system, as shown in Figure 3.1(b). The number of lattice sites filled is consistent with the dimensions of the cloud before expansion. To confirm that the accordion lattice is working as expected, we also expand by a factor of 2.5 from an initial lattice spacing that is large enough to be resolved before expansion (5.5 $\mu$m to 13.75 $\mu$m). The result, presented in Figure 3.1(c) and 3.1(d), shows that the atoms do remain bound for this ramp.

3.1.3 Estimate of minimum ramp time

During the expansion of the lattice, the central lattice site remains stationary, while the first lattice site moves with speed $v_1 = d$, the second lattice site moves with speed $v_2 = 2d$, and the $n^{th}$ lattice site moves with speed $v_n = nd$, as illustrated in Figure 3.2. To determine the evolution of the system during the ramp in lattice spacing, we describe the atoms at each lattice site by localised wave functions $|\psi_{n_x, n_y}(t)\rangle$, evolving according to

$$i\hbar \frac{\partial |\psi_{n_x, n_y}(t)\rangle}{\partial t} = \left(\frac{p^2}{2M} + V(x, y, t)\right) |\psi_{n_x, n_y}(t)\rangle,$$

where $M$ is the mass of an atom, and interactions are ignored.

If the accordion lattice is to be used for quantum computing, it is important that the ground state fidelity remains high during the lattice expansion. However, if the lattice is expanded for the purpose of imaging the atoms,

\footnote{We assume that the position of the central lattice site corresponds to the centre of expansion. In practice the position of the central lattice site will depend on the relative phase of the lattice beams.}
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Figure 3.1: Absorption image of atoms trapped in a two-dimensional optical lattice before and after the lattice spacing has been ramped by: a factor of 2.5 from 2.2 µm to 5.5 µm in 10 ms [(a) and (b)]; a factor of 2.5 from 5.5 µm to 13.75 µm in 50 ms [(c) and (d)]. The field of view is 120 µm by 120 µm in each image.

Moving the atoms slowly enough to retain high ground state fidelity is not necessary — instead there is the less stringent requirement that an atom remains in a bound state of the same lattice site.

To estimate the maximum acceleration for which the atoms in the \( n \)th well remain bound, we can move to an accelerating reference frame in which the \( n \)th lattice site is at rest. In this reference frame, the lattice potential is tilted due to a linear potential term \( Mndx \) [74] which has the effect of reducing the potential barrier between neighbouring lattice sites, as illustrated in Figure 3.3. The minimum barrier height \( \Delta V \) is given by

\[
\frac{\Delta V}{V_0} = \sqrt{1 - A^2} + A(\arcsin(A) - \pi/2),
\]  

(3.3)
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where $A$ is the scaled acceleration $A = M \ddot{d}d/\pi V_0$.\(^3\) We would expect atoms to be lost when the minimum barrier height $\Delta V$ approaches the energy of the trapped atoms, which for our experimental parameters would occur for accelerations corresponding to a ramp time of around 3 ms. Since $\Delta V$ decreases with increasing scaled acceleration, the maximum acceleration can be larger for a deeper lattice, or for a smaller lattice spacing. This approach gives an order of magnitude estimate for the minimum expansion time, however it does not take into account the reduction of the barrier height during expansion due to the envelope of the lattice beams, the effect of the magnetic trap, nor does it take into account excitations to higher bands during the ramp.

\[ \Delta V = V_0 \]

\[ \Delta V \approx 0.34V_0 \]

Figure 3.3: Effective trapping potential at the $n^{th}$ lattice site in a reference frame accelerating at $n\ddot{d}$, in terms of the scaled acceleration $A = M \ddot{d}d/\pi V_0$.

We perform a more detailed analysis of the minimum expansion time by numerically solving Equation (3.2). The optical lattice potential $V(x, y, t)$

\[^3\]The fact that the barrier height in the accelerating frame goes to zero when $A = 1$ can be understood classically, by equating $M \ddot{d}$ with the maximum restoring force of the sinusoidal potential in the lab frame $\pi V_0/d$.\]
has the form given in Equation (3.1), with our experimental parameters \(V_0 = h \times 37 \text{ kHz}, d_0 = 2.2 \mu \text{m}, w = 69 \mu \text{m}, S = 2.5\) and the harmonic trapping potential is included. We take the initial wave function \(|\psi_{n_x, n_y}(t = 0)\rangle\) to be the ground state of a single well of the sinusoidal potential centred on \(x = n_x d_0, y = n_y d_0\). A sixth order finite difference formula is used to express the second derivative, and the wave function is evolved using the propagator \(U(t) = \exp[-iH(t)\Delta t/\hbar]\) for each time-step \(\Delta t\). We solve Equation (3.2) in one dimension along the direction of motion for each lattice site.

![Figure 3.4](image_url)

Figure 3.4: (a) Numerically calculated probability of finding a single particle in the ground state of the \(\cos^2(x)\) potential well of the \(n^\text{th}\) lattice site after the spacing is increased from 2.2 \(\mu\text{m}\) to 5.5 \(\mu\text{m}\) for different ramp times. \(V_0 = h \times 37 \text{ kHz}\). The inset in (a) shows the excited state probability against ramp time for the outermost lattice site \((n_x = 8, n_y = 8)\). (b) Probability of finding an atom in a bound state for the same parameters. The lines denote the numerically calculated probability and the points show experimental data.

The probability of an atom remaining in the ground state, \(|\langle \psi_{n_x, n_y}(t = t_r) |\psi_{\text{ground}}\rangle|^2\), is shown in Figure 3.4(a) (we find the probability for the \(n^\text{th}\) lattice site by averaging over \(n_y\) for each value of \(n_x\)). For the outermost lattice site \((n_x = 8, n_y = 8)\) the ground state fidelity is more than 99.99\% for ramp times longer than 12 ms. The time taken to spontaneously scatter a photon is 7 s in our lattice (with \(V_0 = h \times 37 \text{ kHz}\)), and can be several minutes in optical lattices with blue frequency detuning. Thus many expansion and addressing operations could be carried out with high fidelity before coherence is destroyed due to spontaneous emission.

\(^4\)We have also calculated the ground state probability for one set of parameters in two dimensions, to verify that ignoring the dynamics along the direction perpendicular to motion does not introduce significant errors.
The probability of an atom remaining in a bound state of the optical lattice is also calculated numerically and we compare this with experimental results. In the experiment, we expand the lattice as described above for different ramp times. To determine the probability of an atom in a given site remaining bound, we first sum over the columns of the lattice, then calculate the number of atoms in site \( n \). The number of atoms in the outermost site does not change (within the margin of error) for expansion times between 8 and 20 ms, so the number of atoms is normalised to the number of atoms in site \( n \) for these ramp times. The results are shown in Figure 3.4(b).

The experimental and numerically calculated results agree well. The small discrepancy (the ramp time for a given probability is slightly longer in the experiment) may be due to the fact that the numerical results are for a single particle only. In the experiment, however, there are on average a few hundred atoms per lattice site, and the calculations do not take into account the energy due to repulsive interactions. The close agreement with the numerically calculated results indicates that the main source of atom losses is the speed of expansion rather than from a source of instability in the ramp, confirming that the ramp of the optical potential is smooth.

Note that the minimum ramp time has been calculated for only one lattice depth and one form of ramp. With a deeper lattice, the expansion timescales would be even faster. Also, we have found (through numerical calculations) that the minimum ramp time has a strong dependence on the form of the ramp, and it is possible that the minimum ramp time could be reduced further by optimising this.

### 3.1.4 Extensions to technique

In this experiment the initial lattice spacing was 2.2 \( \mu \)m, and this technique can be easily used to expand from smaller lattice sizes if a higher numerical aperture (NA) lens is used to form the optical lattice — the minimum lattice spacing \( d_{\text{min}} = \frac{\lambda_l}{2\text{NA}} \), where \( \lambda_l \) is the wavelength of light forming the optical lattice. Note that \( d_{\text{min}} \) is not equal to the imaging resolution; atoms can just be resolved when they are spaced by more than \( d_{\text{res}} = 0.61\lambda_l/\text{NA} \), where \( \lambda_i \) is the wavelength of imaging light. For \( \lambda_l < \lambda_i \) (blue frequency detuning) the lattice spacing is smaller than the imaging resolution.

Note that this technique can be extended to three dimensions by applying an additional accordion lattice in the axial direction, enabling planes of atoms to be moved out of focus of the imaging system, thus facilitating imaging of a single plane. The use of an accordion lattice for expanding the period of an optical lattice has been demonstrated for the case of absorption imaging, but it could also be utilised for single atom fluorescence imaging.
3.2 Other applications of accordion lattice

In our experiments on the accordion lattice we have concentrated on proving its usefulness for expansion of cold atoms in a periodic potential which is equivalent to increasing the magnification of the optical imaging system, however there are other modes of operation of the accordion lattice.

3.2.1 Flexible lattice potentials

Two, or more, optical lattices of different spacing can be created at the same time by applying the requisite driving frequencies to the AODs. The principle of superposition works for reasonable rf powers and the light intensities and resulting optical potentials add together as for the orthogonal lattices described above [75]. In this way cold atoms can be into an optical lattice of double wells (which is an example of a superlattice) in two ways. The atoms can be loaded directly into a potential arising from the addition of two lattices of period \( d \) and \( 2d \) with control of the phase (or spatial offset) between them. The atoms could be loaded into a lattice of period \( d \), the spacing of the wells then expanded to \( 2d \) and then another lattice of spacing \( d \) gradually switched on to split each potential well in two. This splitting process could be repeated to further subdivide the cloud of atoms. Note that for the loading to be reproducible, the lattice beams must be phase-stabilised (which is not the case in our experiment).

3.2.2 Adjusting system parameters

The optical lattice can be expanded to decrease the tunnelling energy without changing the lattice depth, allowing investigation of different quantum phases. This could be used to reduce the tunnelling energy \( J \) whilst leaving the trap depth constant. However it should be noted that increasing the lattice spacing will also decrease the on-site interaction energy \( U \), although the ratio \( U/J \) will in general increase with an increase in lattice spacing.

3.2.3 Spatially varying modulation

When an oscillating force is applied to atoms in an optical lattice, it can modify the tunnelling energy \( J \) [76]. This can be understood by considering the Floquet states for the periodically time-dependent Hamiltonian of the system, and assuming that the periodic driving does not excite atoms to higher Floquet zone, the \( J \) is renormalised as \( J_0(K/h\omega_s) \), \( K \) is the modulation strength, and \( \omega_s \) is the modulation frequency. If the optical lattice is
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‘shaken’ uniformly, then the ratio $U/J$ can be controlled, and at $K/\hbar\omega \approx 2.4$, $J$ becomes zero. This has been performed experimentally, and the transition between a superfluid and a Mott insulator observed [77].

In our system, an oscillating force could be applied to the atoms by rapidly oscillating the lattice periodicity. However, with reference to Figure 3.2, it is clear that the modulation amplitude will not be constant in the lattice, but instead will increase linearly with increasing distance from the lattice. This could then provide a spatially varying modulation of the tunnelling parameter. The modulation amplitude could be arranged so that the argument of the Bessel function becomes zero at a predefined radius, thus providing a box-like potential. It has also been predicted that a spatially inhomogeneous tunnelling element could be used to achieve a truly incompressible Mott phase in a harmonic trap [78].

---

5Although the analysis is complicated by the fact that the lattice spacing is also varying as the force is applied.
Chapter 4

Artificial magnetic fields: mean-field regime and route to strongly-correlated states

In Chapter 1 it was explained how an artificial magnetic field modifies the tight-binding Hamiltonian by adding phase factors on the hopping terms. Many different methods have been proposed for generating such artificial magnetic fields, both in the continuum and specifically in optical lattices. The presence of the periodic potential leads to a rich phase diagram that depends on the interplay of the optical lattice parameters and the magnitude of the magnetic field.

4.1 Artificial magnetic fields and optical lattices

4.1.1 Generating artificial magnetic fields

In the following, we assume that the magnetic field $\mathbf{B}$ is aligned along the $z$-axis. An electron in a magnetic field $\mathbf{B}$ experiences a Lorentz force $\mathbf{F}_L = -e(\mathbf{v} \times \mathbf{B})$, where $e$ is the electronic charge. This corresponds to the covariant momentum $\mathbf{P}$ of an electron in a magnetic field being $\mathbf{P} = \mathbf{p} + e\mathbf{A}$, where $\mathbf{A}$ is the magnetic vector potential. Taking the symmetric gauge we have $\mathbf{A} = \frac{1}{2} \mathbf{B} \times \mathbf{r} = \frac{1}{2} B(-y, x, 0)$. The single-electron system is described by the
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Hamiltonian

\[ H_c = \frac{1}{2M} \left[ (p_x - \frac{eBy}{2})^2 + (p_y + \frac{eBx}{2})^2 \right]. \] (4.1)

The electron undergoes cyclotron motion in the magnetic field and the energy of the system is given by discrete Landau levels with spacing \( \hbar \omega_c \), where \( \omega_c = eB/M \) is the cyclotron frequency.

Most methods for generating artificial magnetic fields in ultracold atom systems fall into two categories: the first of these is to rotate the system in some way and we perform rotation using the optical lattice described in Chapter 2; the second of these is to generate an artificial geometric potential using a suitably designed laser field [81].

Rotating an optical lattice

To create an artificial magnetic field, we wish to apply a force of the same form as the Lorentz force to a neutral particle. A conceptually simple way of generating this force is to move to a frame rotating at angular frequency \( \Omega \), which leads to a Coriolis force \( F_C = 2M(\mathbf{v} \times \Omega) \). Generation of an artificial magnetic field using rotation is suitable when the confining potential is symmetrical about the rotation axis.

We can see how rotating the system leads to an artificial magnetic field by transforming to the rotating frame. This is done by switching from the co-ordinates in the lab frame \( x_L, y_L \) to coordinates \( x, y \) in a frame rotating at frequency \( \Omega \).

This transforms the Hamiltonian in the lab frame \( H_L \) to the Hamiltonian in the rotating frame as \( H_{\text{rot}} = H_L - \mathbf{L} \cdot \Omega \), where \( \mathbf{L} \) is the total angular momentum [82]. This leads to the following Hamiltonian:

\[
H_{\text{rot}} = \frac{p^2}{2M} + \frac{1}{2}M \omega^2(x^2 + y^2) - (\mathbf{r} \times \mathbf{r}) \cdot \mathbf{p},
\]

\[
= \frac{1}{2M} \left[ (p_x + M\Omega y)^2 + (p_y - M\Omega x)^2 \right] + \frac{1}{2}M(\omega^2 - \Omega^2)(x^2 + y^2).
\] (4.2)

Here it is assumed that the rotation axis is perpendicular to the \( x-y \) plane, and that movement is suppressed in the direction parallel to the rotation axis so the system can be represented in two dimensions. Note that one effect of moving to a rotating frame is the introduction of a centrifugal term \(-\frac{1}{2}M\Omega^2(x^2 + y^2)\) in addition to the Coriolis term, and if the harmonic trapping frequency is smaller than the rotation frequency the particle will no longer be trapped.
By comparing equations (4.2) and (4.1) it is clear that the behaviour of an electron in a magnetic field is analogous to a particle in rotating system when the centrifugal term is exactly balanced by the harmonic trap potential, i.e. when $\omega_{\text{eff}}^2 \equiv \omega^2 - \Omega^2 = 0$. The artificial magnetic field in the rotating system has magnitude $B = 2M\Omega/e$, and the cyclotron frequency is given by $\omega_c = 2\Omega$.

![Figure 4.1: Energy levels in a harmonic trap with trapping frequency $\omega$ when there is no rotation (left), and in a frame rotating at angular frequency $\Omega$ (right). When $\Omega = 0$, for each harmonic oscillator level $n$ there are $2n + 1$ degenerate angular momentum states $m$. These split for non-zero $\Omega$, and for $\Omega = \omega$ degenerate Landau levels are formed. (The levels are colour coded according to $n$.)](image)

The energy levels are given by $E(n, m) = n\hbar\omega + m\hbar\Omega$, where $m$ is the angular momentum which ranges from $-n$ to $n$ in steps of two. This is shown in Figure 4.1. For $\Omega = 0$ the energy eigenvalues are simply the harmonic oscillator levels, while for $\Omega = \omega$ the energy eigenstates are a series of Landau levels. For a small non-zero $\omega - \Omega$, each Landau level splits into sub-levels of spacing $\hbar(\omega - \Omega)$. The lowest Landau level (LLL) description is appropriate when the temperature and interaction energy is smaller than the gap to the next Landau level. By considering the chemical potential in a rotating condensate $\mu \sim \hbar(\omega(1 - \Omega/\omega))^{1/2}$ the condition of the interaction energy requires [21]

$$1 - \frac{a_z}{Na_z} < \frac{\Omega}{\omega},$$

where $a_z$ is the harmonic oscillator length in the axial direction. For $\omega_z = 2\pi \times 112$ Hz, and $N = 100,000$, this requires $\Omega/\omega > 0.998$.

We now consider the Hamiltonian for bosons in a rotating optical lattice.
As described in section 1.3.1, the Bose-Hubbard Hamiltonian is modified by phases $\phi_{r_1,r_2}$ on the hopping terms, which are related to the vector potential by $\phi_{r_1,r_2} = (M/h) \int_{r_1}^{r_2} A \cdot dr$. For a rotating lattice, the vector potential is given by $\Omega \times r$, which gives $\alpha = 2M\Omega d^2/h$, with the Hamiltonian given by

$$H = \sum_{i,j} \left\{ -J \left( e^{i\pi\alpha} \hat{a}_{i,j}^\dagger \hat{a}_{i,j-1} + e^{-i\pi\alpha} \hat{a}_{i,j}^\dagger \hat{a}_{i-1,j} + \text{h.c.} \right) 
+ \varepsilon_{i,j} \hat{a}_{i,j}^\dagger \hat{a}_{i,j} + \frac{U}{2} \hat{a}_{i,j}^\dagger \hat{a}_{i,j}^\dagger \hat{a}_{i,j} \right\},$$

(4.4)

where $i = x/d$ labels the lattice index in the $x$-direction, $j = y/d$ labels the lattice index in the $y$-direction, $J$ is the hopping matrix element between adjacent sites, $U$ is the on-site interaction energy, and $\varepsilon_{i,j} = \frac{1}{2} m \omega_{\text{eff}}^2 (i^2 + j^2) d^2$ is the energy offset on each lattice site when there is a difference between the harmonic trapping frequency and the rotation frequency. The single particle spectrum of this Hamiltonian is described in section 4.1.2.

**Other methods**

Another way to generate an artificial magnetic field is to use laser fields that cause an atom to gain an Aharonov-Bohm geometric phase factor when it follows a closed contour. The Lorentz-type force results from the perturbation of the atomic internal state due to the slow motion of the atom through the laser field [83]. In one proposal [84] the magnetic field is generated using Raman transitions with a position-dependent detuning. This has been demonstrated experimentally in continuous system [85, 86], although an optical lattice potential could be added to the arrangement. Artificial magnetic fields can also be generated by using beams with orbital angular momentum [87, 88]. Other schemes rely on the presence of an optical lattice potential, and laser assisted tunnelling between two state-dependent optical lattices can be used to generate phases on the hopping terms. To ensure that the correct phases are generated (rather than a staggered magnetic field), the schemes include an additional linear potential gradient [89], or a superlattice potential [90]. One advantage of using these methods is that there is no centrifugal term. These schemes are also less sensitive to imperfections in (the non-rotating part of) the trapping potential. However, there can be other complications that limit the maximum magnetic field that can be reached, such as heating from the Raman beams.

Instead of rotating the optical lattice, one scheme proposes generating a phonon-induced artificial magnetic field for atoms in a stationary, ring-shaped optical lattice immersed in a rotating BEC [91, 92]. Another pro-
The form of the ground state in the optical lattice potential is highly dependent on a number of parameters. The ratio of optical lattice periodicity $d$ and the magnetic length $\ell_B = \sqrt{\hbar/2M\Omega}$ (reflected in $\alpha$ the number of magnetic flux quanta per plaquette), is an important quantity and determines to what extent the optical lattice modifies the continuum state. The interaction strength $U/J$ and the average number of atoms per lattice site $N_s$ (where $N_s = \rho d^2 = \alpha\nu$, $\nu$ being the filling factor) also play an important part. The residual harmonic trapping frequency $\omega_{\text{eff}}$ also affects the types of states that occur. A summary of these regimes is shown in Figure 4.2, and they are discussed in detail below. In the figure we assume the presence of repulsive interactions, which can lead to the strongly correlated phases indicated.

**Single particle regime**

Before discussion of the regimes in the presence of interactions, we will address the single particle states in an optical lattice subject to an artificial magnetic field. The energy spectrum forms a fractal structure known as the Hofstadter butterfly [95] due to the periodicity of the optical lattice, which becomes evident for $\alpha \sim 1$. When the number of magnetic flux quanta per plaquette is a rational fraction $p/q$, the single particle energy band (of width $4J$) splits into $q$ bands. In addition the single particle density distributions close to simple rational fraction $p/q$ show an $q$-site periodicity [96, 97].

**4.2 Mean field regime**

**4.2.1 Large particle filling: frustrated Josephson-junction arrays**

As described in section 1.2.3, when there are many atoms per lattice site we can express the annihilation operator as a $c$-number, and in the presence of an artificial magnetic field (which we express in the symmetric gauge), the
Figure 4.2: Schematic illustrating approximate regions of different phases for atoms in an optical lattice in an artificial magnetic field, as a function of the filling factor $\nu$, the number of atoms per magnetic flux quantum, and $\alpha$, the number of magnetic flux quanta per lattice plaquette (for repulsively-interacting atoms in the tight-binding regime). The lines plot points with a constant average particle filling per lattice site $N_s$.

Hamiltonian is given by [98]

$$ H = - E_J \sum_{i,j} \cos(\theta_{i,j} - \theta_{i,j+1} - \pi \alpha i) + \cos(\theta_{i,j} - \theta_{i+1,j} + \pi \alpha j), $$

where we take the limit $E_J \gg U$ so that the interaction term can be neglected. This is known as the uniformly frustrated XY model. The system is fully-frustrated when $\alpha = 1/2$, which is illustrated in Figure 4.3. When $\alpha = 1/2$ it is not possible to arrange the phases (shown by green arrows) of each condensate so that the energy is simultaneously minimised for each bond. To understand this, consider the plaquette in Figure 4.3(a) with points...
(0,0), (0,1), (1,0) and (1,1). As seen from equation (4.5), the energy on each bond is minimised when the argument of the cosine is zero. Taking the phase to be zero on (0,0), (0,1), (1,0), to minimise the energy on the (0,1) to (1,1) bond requires the phase on (1,1) to be $\pi/2$, whereas to minimise the energy on the (1,0) to (1,1) requires (1,1) to be $-\pi/2$. Instead a compromise is reached, and there are two degenerate ground states shown in Figures (b) and (c) with a complimentary checkerboard pattern of vortices (where a vortex is defined as a $2\pi$ phase winding around a plaquette). The phases in these figures are determined from considering the gauge invariant phase differences in the $\alpha = 1/2$ ground state [99]. Ground states for other rational fractions of $\alpha = p/q$ also take the form of a checkerboard of vortices with a $q \times q$ unit cell [98, 99].

Figure 4.3: (a) Hopping induced phases in the symmetric gauge for $\alpha = 1/2$ given by equation (4.5). It is not possible to simultaneously satisfy the requirement that the wave function is single-valued and to arrange the phases of the wave function (shown by the green arrows) to minimise the energy on all bonds simultaneously. Instead the phases are arranged as shown in (b) and (c). There are two degenerate ground states, with a complimentary arrangement of vortices (marked by red arrows).
In a cold atom system, the number of atoms per site will not be constant due to the external trapping potential, and instead the hopping energy $E_J$ will be site dependent. Calculations carried out for typical experimental parameters show that the ground still displays the characteristic vortex checkerboard in the centre of the condensate, with departures from this pattern towards the edge of the cloud [100].

The fully-frustrated case would be interesting to investigate in a cold-atom system as the phase transition that occurs as the on-site interaction energy is increased is not fully understood. Two types of long-range order are destroyed — the Ising order associated with the broken translation symmetry and the quasi-long-range phase order. It has been proposed that these types of order can be probed by examining the time-of-flight distribution after instantaneous release of the optical lattice [101], although the analysis was carried out for non-rotating systems, with the phase imprinted using the other methods described above (in a rotating system the diffraction peaks will expand by a factor proportional to the rotation frequency).

### 4.2.2 Experiments in the Josephson-junction regime

We have performed experiments using the optical lattice described in Chapter 2. As described previously, the lattice angle is controlled by the deflection angle of the lattice beams from the AODs. The optical lattice is rotated by modulating the frequency of the RF signal sinusoidally, with a $\pi/2$ phase difference between the $x$ and $y$ crystals. We have published the experimental results in [55] and they are reported in an earlier thesis [48], so only a summary of the main results are given here. Results from mean-field calculations obtained by numerically solving the time-dependent GPE in a rotating frame (see Appendix B for details) are also presented to highlight certain aspects of the experimental results (these were not published in [55]).

As discussed previously, we work in the regime where there are many hundreds of atoms per lattice site, and vary the optical lattice depth $V_0/h$ from 100 Hz to 4 kHz. The chemical potential $\mu$ of the BEC in the absence of an optical lattice potential is around $h \times 500$ Hz, and for deep lattices (that is for $V_0 > \mu$), we are working within the Josephson-junction regime.

We start with a combined magnetic and optical trap with harmonic trapping frequencies $\{\omega_r, \omega_z\} = 2\pi \times \{20.1, 56\}$ Hz, and ramp up a stationary optical lattice to the desired lattice depth. The rotation frequency is ramped linearly before holding the rotation frequency at the final value for tens to hundreds of milliseconds. The optical lattice is then ramped down while rotating in 12 ms, allowing the condensates to merge while preserving any phase gradients between separate condensates. The cloud can then be held
in the harmonic trap for up to 1 s before it starts to spin down, and the resulting density distribution imaged using axial absorption imaging after 20 ms time-of-flight. Figure 4.4 shows an example of the resulting density distribution.

**Mechanism for vortex nucleation**

Figure 4.5(a) shows the number of vortices in the cloud after lattice ramp down as a function of rotation frequency. For the optical lattice with depth $V_0/h = 190 \text{ Hz}$, the optical lattice potential does not act to break the cloud up into separate condensates, and so the optical lattice acts a ‘stirring’ potential. As previously demonstrated with other experiments that use stirring potentials to nucleate vortices [102], there is a minimum rotation frequency for vortex nucleation, which corresponds to the minimum frequency at which it is energetically favourable to support a vortex at the centre of the condensate [103].

For an optical lattice depth of $V_0/h = 1.2 \text{ kHz}$, we see no such minimum nucleation frequency. At this lattice depth, the wave function consists of separate condensates that communicate only by tunnelling. Rotation of the
optical lattice leads to the accumulation of phases on the hopping terms, which results in phase differences between the sites. After the lattice potential is ramped down, phase differences of $2\pi$ around a plaquette are converted to a vortex in the condensate. There is thus no such minimum rotation frequency for a vortex to enter the condensate. This is further illustrated in Figure 4.5(b), which shows the minimum rotation frequency to nucleate a vortex as a function of lattice depth. As the optical potential increases the minimum nucleation frequency decreases, until the optical lattice potential is deep enough to split the system into isolated condensates (at $V_0 > \mu$). At this point the minimum nucleation frequency drops below 1 Hz (which is the lowest rotation frequency we used).

All our images are taken after the lattice is ramped down in time-of-flight using destructive imaging so we cannot directly probe the mechanism by which vortices enter the system (although we are more likely to find vortices on the edge of the cloud for weak lattices and in the centre of the cloud for deep lattices). We can gain an insight into this mechanism by performing numerical simulations for our experimental parameters.

\footnote{The minimum frequency to support a vortex will be given by the condition that there is one magnetic flux quantum in the optical lattice, equivalent to $\alpha N_p = 1$, where $N_p$ is the number of lattice plaquettes. For our parameters this gives a minimum nucleation frequency $\Omega_{\text{min}}/2\pi \approx 0.5$ Hz.}
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Figure 4.6: Simulations of ramp up of the rotating optical lattice for $\Omega/2\pi = 10$ Hz, $\beta = 1000$. The left column shows the density for a lattice with $V_0 = h \times 190$ Hz. The middle and right columns shown the density and phase respectively for a lattice with $V_0 = h \times 2$ kHz, where the position of the vortices is marked with a ‘+’. The images are 50 $\mu$m $\times$ 50 $\mu$m.
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Numerical results obtained by solving the time-dependent GPE will now be described. Figure 4.6 shows a series of these results for an optical lattice having $V_0 = h \times 190$ Hz and $V_0 = h \times 2$ kHz, for rotation at $\Omega/2\pi = 10$ Hz. We start with the ground state in a stationary lattice, and ramp up the rotation frequency over 320 ms, before following with rotation for a further 200 ms (in the experimental sequence we rotate for a further 80 ms). The optical lattice potential is then ramped down in 12 ms.

As can be seen for the weak lattice, the vortices enter through the edge of the cloud, and move into the centre. This is in contrast to the case with a deep lattice where the cloud consists of separate condensates. The phase differences between plaquettes build up as the optical lattice is rotated, where the crosses indicate the presence of a $2\pi$ phase loop.

Note that although these calculations show a reduction in the minimum frequency to nucleate a vortex as the lattice depth is increased, this occurs for higher lattice depths than we see in the experiment. A possible reason for this is that dissipation is not included in the simulations, however the simulations illustrate qualitatively how vortices enter the system in the different regimes.

**Radius as a function of rotation frequency**

As described above, reaching the LLL regime requires a precise balancing of the rotation frequency and the harmonic trapping frequency. The LLL regime has been reached in a continuous rotating gas [104], which required $\Omega/\omega > 0.99$. At these high frequencies the system is very sensitive to any anisotropy in the trapping potential, and increasing the rotation frequency further is difficult without the cloud flying apart.

In our experiments with a rotating optical lattice [55] we obtained evidence that in deep lattices ($V_0 = h \times 1.1$ kHz) the radius did not increase as a function of rotation frequency. This was done by monitoring the number of vortices as a function of rotation frequency, which was found to have a linear dependence. Conversely, for intermediate depth lattices ($V_0 = h \times 600$ Hz), the number of vortices rose faster than linearly with rotation speed, indicating an increase in the radius of the cloud. For both lattices we found that $\Omega/\omega$ could be increased to more than unity, without losing all the atoms from the optical lattice. For the deep lattice, we found that the heating played a large part as $\Omega \gtrsim \omega$, and we could not observe vortices for as high frequencies as with the intermediate depth lattice (in which we could rotate up to $\Omega/\omega = 1.15$). Thus it is instructive to perform simulations in deep lattices at $\Omega \geq \omega$ to learn more about the mechanisms at play in the absence of heating.

Figure 4.7 shows cross-cuts through the density of atoms in an optical lattice rotating at $\Omega/\omega \geq 1$ found by solving the time-dependent GPE. In these
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Simulation results showing a cross-cut through the density for an optical lattice rotating at $\Omega/\omega \geq 1$. The blue line denotes $t = 0$, the red line denotes $t = 240$ ms, the green line denotes $t = 2.4$ s. In (a) and (c) the radius is unchanged and all the atoms remain trapped in the optical lattice. In (b), around 85% of the atoms remain trapped. $\beta = 2000$ for all figures (see Appendix B).

Although the radius is unchanged, the density profile is altered: the density in the centre of the cloud flattens, and the cloud develops steep edges. This is characteristic of that seen for self-trapping in other Josephson-junction experiments [105]. Self-trapping occurs when the repulsive-interaction energy
reaches a critical value, and the population imbalance between two neighbouring sites becomes selflocked \[106\].

The simulations show that the self-trapping acts to contain the cloud even when \(\Omega/\omega > 1\), although for \(V_0 = h \times 1.2\ kHz\), 15% of the atoms are lost from the optical lattice. Thus for the case of interacting particles, the optical lattice can act to prevent expansion of the cloud for large rotation frequencies. Note that this effect can have undesirable consequences, since the system will not be able to reach the ground state if it cannot evolve to the equilibrium size for the effective trapping potential in the rotating frame.

For fewer atoms (and thus a smaller interaction energy), we would not expect to see self-trapping. An interesting question for further study is the extent to which other mechanisms, for example Bloch oscillations, act to stop expansion of the cloud for \(\Omega/\omega > 1\).

**Frustration**

As described above, the system is fully frustrated at \(\alpha = 1/2\) and the ground state consists of a checkerboard vortex pattern. Given the flexibility of our optical lattice potential, which allows us to vary the optical lattice periodicity as well as the rotation frequency, we attempted to investigate frustration effects by examining the pattern of vortices after ramp down of the optical lattice. Unfortunately we were unable to reliably generate square arrays of vortices. There are many possible reasons for this, some of which are technical in nature, and others which relate to the physical nature of these systems.

One limitation is the relatively large lattice spacing that is required to reach large values of \(\alpha\) for the rotation frequencies we use. To reach \(\alpha = 1\) requires a lattice spacing of 4.7 \(\mu m\) for a rotation frequency of \(\Omega/2\pi = 16\ Hz\). For these parameters, and a lattice depth \(V_0/h = 2\ kHz\), the Josephson tunnelling energy is \(E_J/h < 1\ Hz\). A previous experiment \[107\] probed pinning of vortices with a weak rotating optical lattice generated using a rotating mask (mechanical instabilities limited the depth of the optical lattice to \(\sim 30\%\) of the chemical potential of the cloud). Pinning of the vortices to the maxima of the optical potential was observed at \(\alpha = 1\), causing a transition from the Abrikosov triangular lattice \[108\] (the ground state in a rotating gas with no optical potential) to a square lattice.

Figure 4.8 shows simulation results for the parameters given above, in both the weak pinning regime \((V_0 = h \times 200\ Hz)\) and the deep lattice regime \((V_0 = h \times 2\ kHz)\) after the rotation frequency is ramped up over 320 ms, and the optical lattice rotated for 400 ms. In the weak pinning regime, a square lattice (with one defect) is observed. For the deep lattice, however, the weak
Figure 4.8: Simulation results for a rotating lattice for $\alpha = 1$ for two different lattice depths, $\beta = 1000$. The positions of the vortices are marked with a '+' in (b). The images are 50 $\mu$m $\times$ 50 $\mu$m.

coupling between the lattice sites has prevented the system from reaching the ground state.

Of course for rational fractions of $\alpha$ the lattice spacing can be decreased, so increasing the tunnelling amplitude. Figure 4.9 shows simulation results for the case of $\alpha = 1/3$, with $d = 2.6$ $\mu$m and for rotation frequency of $\Omega/2\pi = 17.5$ Hz. The Josephson tunnelling energy is $E_J/h \sim 100$ Hz for $V_0/h = 2$ kHz. The checkerboard vortex array is not present for either the weak pinning potential of the deep optical lattice.$^2$

The difficulty in reaching the ground state may be due to the energy landscape having a glassy nature in the presence of artificial magnetic fields, where many metastable states are present as a result of frustration effects. For example in studies which have numerically calculated the ground state, many runs need to be taken with different start states in order to reach the true ground state [109, 100]. The excitations of these ordered states also have small energy gaps: the $\alpha = 1/2$ state has two distinct types of thermal excitation [99]: interstitial vacancy pairs may be excited, which does not affect the long range order, or domain walls may be excited which separate regions of different chirality. Both of these excitations would make it difficult to discern long-range order in the arrangement of the vortices.

In a theoretical study which examined the evolution of vortex lattice

$^2$As before, we do not take dissipation into account, which would probably show increased order for a given rotation time. Nevertheless, these simulations indicate how difficult it is to reach the true ground state while ramping up a rotating lattice.
structures as the rotation frequency is ramped up for systems with low particle filling [110], it was found that competition between the vortex-vortex interaction and lattice pinning leads to hysteretic evolution, with multiple vortices entering at once. Ring-type structures, rather than the ground state square structures, were observed as the rotation frequency was ramped up, although for large rotation frequencies a domain of a square vortex array appeared in the centres. However, the systems treated in this study are a lot larger than we can currently reach in the experiment (30 to 60 sites filled along each direction).

Even given these difficulties, we have not been able to reproducibly observe a square array with a weak pinning potential at $\alpha = 1$, which has been observed in a previous experiment [107]. This may be due to other limitations of the experiment. For example, the extent of the cloud in the axial direction is still large enough to allow the vortex lines to bend, thus changing the nature of the vortex lattice states. In addition, technical limitations such as heating caused by the imperfections in the optical lattice potential will also limit the ability to reach the ground state in the system.

The other regimes shown in Figure 4.3 that are encountered as $N_s$ is decreased will now be described. These regimes are not currently achievable with our experimental parameters, and we will conclude by discussing how one might reach the strongly correlated regime.

Figure 4.9: Simulation results for a rotating lattice for $\alpha = 1/3$ for two different lattice depths, $\beta = 1000$. The positions of the vortices are marked with a ‘+’ in (b). The images are 50 $\mu$m $\times$ 50 $\mu$m.
4.2.3 Mean-field states at low and intermediate filling

As the optical lattice filling is decreased, the system can no longer be treated as a Josephson-junction array. However, the system is still in the mean-field regime for $\nu \gtrsim 10$ and theoretical studies have been carried out to explore the superfluid regime for $\alpha$ close to a rational integer $p/q$. The form of the vortex lattice has been investigated for $\alpha \approx 1/2$ for a filling factor $\nu \approx 20$ (i.e. with an average of 10 atoms per lattice site) using the Gutzwiller ansatz [111]. It was found that the system behaves as a two-component superfluid with the two components of the wave function forming alternating stripes of a vortex lattice phase. In general, for $\alpha = p/q$, the system behaves as a $q$ component superfluid.

The superfluid phase has also been theoretically treated for an average filling of $\sim 1$ atom per lattice site, in the region where these phases will be in competition with strongly correlated phases [112, 113], also concentrating on $\alpha = p/q$. A modulation of the density distribution in the superfluid phase is predicted, and it is found that the quasiparticle excitation spectrum reflects the Hofstadter spectrum.

4.3 Strongly correlated states

As the number of magnetic flux quanta is increased and becomes comparable to the number of atoms in the system, the vortex lattice melts to form a strongly correlated state. This is known as the fractional quantum Hall (FQH) regime. In a continuum system, it has been predicted that the vortex lattice will melt at $\nu \lesssim 6$ [114] (in our experiment $\nu \sim 10^5$).

The FQH effect was first discovered in a two-dimensional electron system, where plateaux in the resistivity where observed at fractional filling factors $\nu$ [115]. While the integer quantum Hall effect could be understood by considering the Landau level structure, the fractional quantum Hall effect can only be explained by taking into account strong correlations between the electrons. A wave function for the ground state at $\nu = 1/m$ which explained the features of these states was proposed by Laughlin [116]:

$$\psi_L = \prod_{i<j}(z_i - z_j)^m \exp\left(-\sum_i |z_i|^2/4\ell_B^2\right), \quad (4.6)$$

where $z_i = x_i + iy_i$ is the complex co-ordinate. This state has excitations with a fractional charge $e/m$. For electrons, $m$ is odd, which satisfies the requirement that the wave function is anti-symmetric upon exchange. It has been predicted that bosonic analogues of these states are present in cold
atom systems in the presence of artificial magnetic fields [114]. For bosonic atoms, the wave function should instead be symmetric upon exchange, and it is found that in a rotating system the Laughlin wave function is the ground state for \( m = 2 \) [117]. As well as the Laughlin state, many other fractional quantum Hall states are predicted to occur for increasing values of \( \nu \) [23].

Evidence for the presence of FQH states in a continuous bosonic system [118] has recently been demonstrated. Each site of an optical lattice formed an isolated system of around five atoms per lattice site. Evidence of a strongly correlated state was found by looking at atom losses as a result of photoassociation: a reduced probability of photoassociation is evidence of a strongly correlated state where the atoms seek to avoid one another.

The FQH states predicted to form in an optical lattice will now be briefly discussed. A numerical study of these states is presented in Chapter 7.

4.3.1 Continuum FQH regime

When \( \alpha \ll 1 \), the magnetic length \( \ell_B \) is much larger than the optical lattice spacing, so the periodicity of the lattice does not have a large influence of the ground state. The states in the optical lattice are the same as those in the continuum, with the mass replaced by the effective mass in the optical lattice [96].

Exact diagonalisation of the Hamiltonian for small numbers of atoms in periodic boundary conditions for both hard core bosons [93] and finite interaction [119] have shown that a discretised Laughlin wave function is a good description of the ground state up to \( \alpha \lesssim 0.2 \).

4.3.2 FQH effect near Mott insulator transition

In the absence of an artificial magnetic field, there is a phase transition from a superfluid to a Mott insulator (MI) state in an optical lattice as the lattice depth (and therefore \( U/J \)) is increased [16] and this has been observed experimentally [17]. In a rotating optical lattice, the interplay between the MI state and the FQH states could be investigated. In one numerical study [120], the MI phase in an artificial magnetic field was studied, with a deviation \( \epsilon = 1 - Ns \) of the filling from unity was commensurate with the number of magnetic flux quanta. This formed FQH states of excess particles/holes, which would be visible as extra steps in the density profile near the MI plateaux.
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4.3.3 High field FQH regime

As the magnetic length $\ell_B$ becomes comparable to the optical lattice periodicity, the effect of the optical lattice becomes important, causing the ground state to be modified. This is a regime that cannot be reached in condensed matter systems, so would be of particular interest to investigate with ultracold atoms in optical lattices.

In an analytical study [96] it was predicted that at $\alpha \approx p/q$ the system would be analogous to a $q$-layer quantum Hall system, with different components of the wave function forming different layers. Another theoretical study modelled the wave function using a composite fermion description that does not have a counterpart in the continuum limit [121]. The trial wave functions are compared with the ground state found by exact diagonalisation, giving large overlaps.

In one study [122], it was found that by including tunnelling terms beyond nearest-neighbour, the Laughlin wave function would remain a good description of the ground state even for large values of $\alpha$ (at $\nu = 1/2$).

4.3.4 Reaching the strongly correlated regime in a rotating optical lattice

As described above, evidence of the FQH states has been observed in small continuous systems. The FQH regime has not yet been reached for systems with a large number of atoms in an optical lattice. Some of the experimental requirements and challenges to reach this regime will now be discussed.

Lattice parameters

In our experiments with the rotating lattice, the minimum lattice spacing we could achieve was $\approx 2 \mu$m. This lattice spacing results in acceptable tunnelling energies and experimental time-scales when there were many hundreds of atoms per site. However, to reach the FQH regime requires a dilute system, and the single particle tunnelling time is not within a typical experimental time scale. In addition, in a large period lattice the on-site interaction energy, which sets the energy scale in the system, is small. It would thus be desirable to move to a smaller period lattice, which could be implemented using our experimental arrangement with a higher NA lens in combination with a blue-detuned lattice. For example, a lattice formed of light at 532 nm using an objective lens of 0.5 NA would have a lattice spacing of 0.53 $\mu$m.\(^3\)

\(^3\)This is experimentally feasible - recent experiments [26] have utilised an objective lens outside the cell with an NA of 0.68 and a working distance of 13 mm.
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Magnetic field strength

The FQH regime occurs when the number of magnetic flux quanta is comparable to the number of atoms in the system. In the continuum limit we also require $\alpha \ll 1$. Taking $\nu = 1/2$, and $\alpha = 0.1$ leads to the condition that there should be an average filling of one atom every 20 lattice sites, or a 2D number density of $\rho = 2 \times 10^7 \text{ cm}^{-2}$, and a rotation frequency $\Omega/2\pi = 150 \text{ Hz}$. The requirement for such a low density is challenging, and for a typical sized system would mean there were $\sim 100$ atoms. The signal for such a small number of atoms could be improved by moving to a multi-layer geometry [123].

To reach the high field quantum Hall regime e.g. for $\alpha = 1/2$, would mean that there should be five times more atoms, thus improving the signal, but also a rotation frequency five times larger. Although in principle our rotating optical lattice can reach frequencies as high as $\sim 1 \text{ kHz}$, it is unclear how large a role heating would play. These high frequencies would need to be balanced by a harmonic trapping potential, which would be possible using an optical trap [124].

Temperature

Another difficulty in reaching the FQH regime is the extremely low temperatures required. For comparison, the lowest temperature of a BEC attained is 500 pK [125].

In the continuum regime, the temperature must be less than the gap to the next excited Landau level, which is given by $2\hbar \Omega/\tilde{m}$, where $\tilde{m}$ is the ratio of effective mass to free mass $m^*/m$, which for typical parameters is more than one. For the parameters given above this leads to temperatures which are tens of nanokelvin, which should be experimentally feasible. Another limit on temperature is the energy to create anyonic excitations. The quasiparticle-quasihole pair creation gap is of order $\hbar \Omega d^2/\tilde{m}$ [111]. Interaction energies of order kHz can be created by applying a tight axial lattice to the system, resulting in temperatures of the order of a few to tens of nanokelvin.

The enhanced interaction energy in an optical lattice leads to larger energy scales than in the continuum thus making these states easier to reach experimentally. In addition, to reach the required temperatures, methods proposed for cooling in the lattice could be employed [126, 127].

Effective trapping frequency

Precise balancing of the trap frequency and rotation frequency is needed to reach the Laughlin state. If the effective trapping frequency becomes too
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Large, the energy of a particle at the edge of the system becomes larger than the interaction energy needed to create a particle at the centre. This leads to the relation \( \Omega/\omega \geq 1 - U Md^2/2\pi h^2 N \) [111], and for \( U = 1 \) kHz and \( N = 100 \), the result is \( \Omega/\omega \geq 0.997 \) for \( d = 0.5 \) \( \mu \)m. As the residual trapping frequency is raised further, a stepped structure of FQH states will occur [123].

Balancing the rotation frequencies so precisely can be problematic, as any small residual trap anisotropy will cause the atoms to fly out. As described above, using an optical lattice may add an additional confinement, which should make it easier to match the frequencies closely. In addition, a theoretical study has found that the presence of a quartic term in the residual trapping potential may make the Laughlin state easier to access [128]. The Gaussian-trapping envelope of a blue-detuned lattice will include a quartic term, or alternatively an external potential having a quartic term, such as a shell trap generated using RF dressed potentials [129], could be used.

Adiabatic path to FQH states

As described above with relation to Josephson-junction arrays, reaching the ground state by ramping up the rotation frequency can be difficult due to the complicated energy landscape. Ramping up the rotation frequency to reach the Laughlin state has been investigated theoretically by exact diagonalisations of a continuous system of up to four atoms [130]. It was found that reaching these highly-entangled states is also non-trivial, and an adiabatic path is calculated from an exact knowledge of the spectrum (which is only possible for small numbers of atoms).

Reaching these states in an optical lattice will also be non-trivial. One proposed scheme to reach these states is to start with a MI state in an optical superlattice potential before ramp up of the magnetic field [93]. After the magnetic field is ramped up, the long wavelength part of the superlattice potential is decreased, melting the MI to arrive at the Laughlin state.

Detecting strongly correlated states

The low densities required to reach the FQH regime mean that it is not possible to image a single system with absorption imaging. In the recent experiment [118], this was addressed by having several thousand systems, and taking an absorption image of the sum of all the systems. It has also been proposed that several isolated layers of FQH states can be imaged together, where cusps in the density profile indicate the presence of a stepped structure of FQH states in each layer [123].

With the recent progress in single-atom fluorescence imaging in optical
lattices [26, 25], the distribution of atoms in a single system could also be probed directly. The accordion lattice described in Chapter 2 could be used to first ‘magnify’ the system and thus more easily probe the configuration of atoms. By averaging the data over many shots, the density and two-point correlation function (which have a distinctive form for the Laughlin state described in Chapter 7) could be deduced. When single-atom fluorescence imaging is used, the parity rather than the number of atoms per lattice site is measured due to light-assisted collisions. Atom losses due to these collisions could be used in a similar way to [118] to probe the presence of a strongly correlated state, although for low filling the signal would be small.

It has been proposed that an additional small periodicity imaging lattice can be used after an accordion lattice has been expanded, to trap multiple atoms in a site of the accordion lattice into separate sites of the imaging lattice, and thus count the number of atoms per lattice site [131, 132]. An imaging system such as this could even be used with an experiment having multiple rotating puddles [118] to image the distribution in a single lattice site. Note that for this detection mechanism to be successful, the expansion time of the optical lattice must slow enough that the ramp is adiabatic with respect to the quantum Hall gap.
Chapter 5

Correlator product states

The remainder of this thesis will be concerned with the numerical description of strongly correlated states. In contrast to weakly-interacting systems, which we have been able to model well using the mean-field description of the GPE earlier in this thesis, strongly correlated states are extremely challenging to simulate numerically. However, many interesting effects, for example high-temperature superconductivity and the fractional quantum Hall effect, occur as a result of strong correlations between particles. The difficulty in numerically simulating these systems is one of the motivations for building ‘quantum simulators’ using atoms in optical lattices to probe the properties of these states.

Although challenging, developing tools to study these states numerically can be useful for improving our understanding of them, and for calculating the regimes that would be required to access these states experimentally. There has been a lot of success using a tensor network description of these systems to capture their most important properties [133]. These techniques have been used to describe large (i.e. comparable with experimental sized) systems in one dimension, but the scaling of the computational effort with system size for two-dimensional systems is poor and as such most calculations have been limited to small system sizes.

Recently a new technique has been proposed for simulating lattice systems: so-called correlator product states [134] or entangled plaquette states [135] (the descriptions are equivalent and they will hereafter be referred to as correlator product states (CPS)). These show promising results for numerical simulation of two-dimensional systems. An overview of tensor-network descriptions, and the CPS representation and minimisation method is given in this chapter. Results using the CPS representation for the 2D quantum Ising
model are described in Chapter 6, and to the Bose-Hubbard Hamiltonian in a magnetic field in Chapter 7.

5.1 Strongly correlated states

5.1.1 Hilbert space size

Modelling strongly correlated states exactly for more than a few atoms is not possible, due to the rapid increase in the size of the Hilbert space with the number of particles. In a spin system with $d$-dimensional spins, the size of the Hilbert space grows as $d^N$, where $N$ is the number of spins. For a system of $N$ bosons in an $L \times L$ optical lattice, the size of the Hilbert space grows as

$$\frac{(N + L^2 - 1)!}{N!(L^2 - 1)!}.$$ 

A typical desktop computer can store a local Hamiltonian for around one million basis states, while even a ‘small’ system size by experimental standards of $L = 20$, $N = 50$ has $\sim 10^{67}$ states.

Even though the full Hilbert space for systems of a realistic size is extremely large, numerical methods which utilise only a small portion of the Hilbert space are able to accurately reproduce much of their behaviour. This is because the ground and low-lying excited states of these systems have certain properties (which will be discussed in more detail below) which restrict them to a submanifold of the Hilbert space, with the remainder or the space being unphysical. This can be understood by considering the entanglement in the system.

5.1.2 Entanglement scaling

When considering the properties of the types of states that occur in nature, we see that physical systems usually have local Hamiltonians i.e. the interactions are short-range and between only a few of the atoms. These local properties are reflected in the ground-state of the system, although the ground-state may also exhibit global properties due to the competition in simultaneously satisfying the local constraints for all particle pairs in the system. These local properties lead to two connected effects: the first of these is related to the entanglement entropy $S_L$ of the system, and the second to the correlation length $\xi$ [136].

The Von-Neumann entropy $S_L = -Tr(\rho_L \log_2 \rho_L)$, where $\rho_L$ is the reduced density matrix in an $L^n$ block (where $L$ is the length of one dimension
of the block and \( n \) is the dimension of the system), quantifies the degree of entanglement between the block and the rest of the system. A random state has largest possible entanglement, and the entanglement entropy scales with the volume of the system. However, this state is not only unphysical, but is inaccessible from the ground-state in a realistic time-scale [137].

For most physical systems the entanglement entropy scales with the size of the boundary \( L^{n-1} \), rather than with the volume of the system within the boundary, i.e. the system obeys an area law. This is illustrated in Figure 5.1. For one-dimensional spin systems, the entanglement is well-understood and the entanglement entropy saturates for off-critical systems and scales as \( S_L \propto \ln(L) \) for critical systems [137] i.e. there is a logarithmic correction to the area law for critical systems. In two dimensions, there is not the same general formula but systems are expected to obey an area law with only logarithmic corrections at criticality, so the entanglement is still much smaller than for a random state. For topological states such as the FQH states the entanglement scaling is well known [138]: for these states the entanglement entropy scales as \( S_L = aB_L - \gamma + O(1/B_L) \), where \( B_L \) is the boundary length of a smooth disk, \( a \) is a constant, and \( \gamma \) characterises the topological order of the state. For a FQH state with \( \nu = 1/m \), the topological order is characterised by \( \gamma = \ln \sqrt{m} \).

The adherence to an area law can be related to the correlation length: when the correlation function decays exponentially (as for off-critical gapped
systems), the entanglement is concentrated on the boundary. In critical systems where the correlation function decays as a power-law, this leads to the logarithmic corrections to the entanglement scaling.\footnote{Note that for systems to satisfy an area law does not always require an exponentially decaying correlation length. Some systems that have an algebraically decaying correlation function (e.g. systems with a long-range interactions) still obey an area law \cite{139}.}

### 5.1.3 Tensor network description of many body states

The tensor network formulation is successful because it exploits the properties described above i.e. the set-up makes it straightforward to work in the physical parts of the Hilbert space. As well as providing a natural framework to describe the system, efficient methods for finding the ground-state \cite{140, 141} and time-evolving these states \cite{142} have also been developed.

#### Matrix product states in one dimension

A general state is given by the wave function $|\psi\rangle = \sum_s W(s) |s\rangle$, where $W(s)$ is the probability amplitude, which we refer to as the weight of a given configuration $s$ (since we will later use $W(s)$ to provide a weighted sum for expectation values). The matrix product state (MPS) representation (for open boundary conditions) is

$$|\psi\rangle = \sum_s \langle L | A^{[1]}_{s_1} A^{[2]}_{s_2} \cdots A^{[N]}_{s_N} | R \rangle |s\rangle,$$

(5.1)

where $A$ is a $\chi$ by $\chi$ matrix labelled by the site $i$ and the configuration on that site $s_i$, and $|L\rangle, |R\rangle$ are suitably chosen boundary vectors \cite{143, 137}. The weight $W(s)$ for each configuration is thus given as a product of the relevant matrices $A^{[i]}_{s_i}$ for that configuration. The matrix product state description is exhaustive, and to represent a general state by an MPS requires a dimension $\chi$ equal to half the dimension of the entire Hilbert space of the system. However, the reason they are useful is that many states can be very well approximated by an MPS description with the dimension $\chi$ much smaller than the Hilbert space size: for states that obey the area law the number of parameters needed scales polynomially with $N$ \cite{144}. In these systems the entanglement entropy scales with the boundary size (which is invariant with the block size), and so it is clear that the MPS representation obeys the area law, where the bond dimension $\chi$ required to accurately reproduce the state depends on the degree of entanglement in the system. A system that contains no entanglement can be described by a product state (i.e. $\chi = 1$,
which is equivalent to mean-field theory), and typically $\chi < 1000$ is used in a realistic calculation.

Calculation of expectation values is carried out by connecting ‘bonds’ in a tensor network, which is equivalent to contracting virtual indices (of dimension $\chi$) and physical indices (of dimension $d$) by a series of matrix multiplications. Matrix product states are efficiently contractible in one dimension — to contract according to the underlying lattice structure involves multiplication of the matrices $A$ from left to right, and scales as $Nd^2\chi^3$ for open boundary conditions ($Nd^2\chi^5$ for periodic boundary conditions).

**Extensions to two dimensions**

Matrix product states can be extended to two dimensions using projected entangled pair states (PEPS) [145, 146], which can be viewed as virtual systems of pairs of maximally entangled states that are locally projected onto the physical dimension $d$. Like MPS in one dimension, PEPS in two dimensions also obey an area law by construction, as the number of bonds across a boundary scales with the length of the boundary. Unlike MPS, they are not efficiently contractible. The contraction procedure is performed row by row, and the computation effort scales as $\chi^{2L}$, where $L$ is the number of rows. Recently a procedure for performing PEPS simulations using Monte Carlo sampling has been proposed, and it shows promising results for treating large bond dimensions [147].

Another approach to represent two-dimensional systems are string bond states [148]. Here the state is represented as a product of ‘strings’, where each string is represented by an MPS, and the ground-state can be found using variational methods essentially identical to those considered here.

### 5.2 Correlator product states

Correlator product states can be thought of as a simple form of tensor network states, where correlations between sites are encoded explicitly so that the amplitude for each wave function is given by a product of scalars. The construction means that it is relatively straightforward to find the ground-state using variational methods. The method has been applied to calculate energies in the spin-$\frac{1}{2}$ antiferromagnetic Heisenberg model on a square lattice of up to $10 \times 10$ spins [134, 135] and on a triangular lattice of up to 324 sites [149], the Fermi-Hubbard model [134, 150] and the frustrated $J_1 - J_2$ quantum spin Hamiltonian [135]. In all cases the energies found compared well with those found using other methods (e.g. PEPS, MPS, stochastic series...
expansion).

In [135] and [149] the spin-spin correlation is also calculated for the farthest point out in the lattice. The results are compared with a stochastic series expansion in [135], and a reasonable agreement is found.

We apply the correlator product description to two systems. The 2D quantum Ising model, described in Chapter 6, and bosonic atoms in optical lattices subject to artificial magnetic fields, described in Chapter 7.

### 5.2.1 Representing the wave function

In the correlator product state description, the weight $W(s)$ of a given configuration $s$ is given by the product of correlator elements $C_{s(i)}^{\{i\}}$ over the lattice

$$W(s) = \prod_{\{i\}} C_{s(i)}^{\{i\}},$$

where each correlator element is a c-number that describes the amplitude of a configuration $s_{\{i\}}$ of a subgroup of sites $\{i\}$. This is illustrated in Figure 5.2, for the case where the subgroup of sites is a nearest neighbour pair i.e. ‘bond’ correlators.

Consider that the states $s_i$ in the Figure are those of a spin-$\frac{1}{2}$ system. Each correlator $C^{i,j}$ represent the amplitudes for different configurations of spins on two sites $i, j$.

$$C^{i,j} = \begin{pmatrix} C_{i,j}^{\|} & C_{i,j}^{\perp} \\ C_{i,j}^{\perp} & C_{i,j}^{\|} \end{pmatrix}$$

Figure 5.2: Illustration of the CPS ansatz for a simple 2 by 2 system with open boundary conditions.
The four-site system will have a total of sixteen basis states, and the weight for an example basis state $W(\uparrow \downarrow \downarrow \uparrow) = C^{1,2}_{[\uparrow]} C^{1,3}_{[\uparrow]} C^{2,4}_{[\uparrow]} C^{3,4}_{[\uparrow]}$.

The wave function in the CPS representation is given by

$$|\psi\rangle = \sum_{\{s\}} \prod_{\{i\}} C^{(i)}_{s(i)} |s_1 \cdots s_L\rangle. \quad (5.4)$$

The wave function can also be given by a projection onto a subset of the basis states if, for example, the total atom number or spin is conserved:

$$|\psi\rangle = \sum_{\{s\}} \prod_{\{i\}} C^{(i)}_{s(i)} \hat{P}_N |s_1 \cdots s_L\rangle. \quad (5.5)$$

This description can be extended to any form of correlator e.g. each correlator could represent four sites in a plaquette, or a string of a given number of sites. One advantage of using correlator product states is that the wave function amplitude is a simple product of $c$-numbers, so any arrangement of correlators between sites can be used without affecting the complexity of the calculation. Thus, the type of correlator can be chosen to best match the properties or symmetries of the system, as will be discussed in subsequent chapters.

### 5.2.2 Relation to matrix product states

Correlator product states are exactly equivalent to matrix product states for the case where ‘bond’ correlators are used, and where the dimension of the matrices is equal to the physical dimension $[134]$. We will now discuss this equivalence, for the benefit of readers who are familiar with matrix product states, but it is not directly relevant for what follows.

Correlator product states can be thought of as a special class of matrix product states that can be factorised using the copy tensor. This is illustrated in Figure 5.3(a), where the copy tensor is illustrated with a black dot, while the large circle represents a matrix formed of the correlator elements as given in equation (5.3). The copy tensor has one input (the physical leg) and multiple outputs (two for the case of bond correlators in one dimension). The copy tensor acts by taking the value of the physical leg in one basis (e.g. $|\uparrow\rangle$ or $|\downarrow\rangle$) and copying it to all its legs.

---

2As will be explained in section 5.3.1, the computational effort scales with the number of sites covered by each correlator, and the number of correlators covering each site. It does not depend on the actual geometry of the correlators e.g. whether the correlators are for strings or plaquettes.
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Figure 5.3: Illustration of the equivalence between matrix product states and correlator product states for the simple case of bond correlators, when the dimension of the correlators is the same as the physical dimension: (a) Shows the correlators connected by copy tensors (black dots); (b) this can be factorised, breaking up the connections while ensuring the same configuration is present on neighbouring correlators; (c) this gives a product of scalar correlator elements. This network can be considered to be equivalent to a MPS (f) where the matrices are formed of: (d) a single correlator and the copy tensor; or (e) two neighbouring ‘split’ correlators and the copy tensor.
As shown in Figure 5.3(b) this acts to break up the bonds between the matrices while ensuring that neighbouring matrices are contracted according to the same physical index on a pair of virtual legs. The result of this is a product of scalars, shown in Figure 5.3(c), which are the correlators for a given configuration.

We can see this equivalence to a matrix product state simply by expressing the $A$ matrices as shown in Figures 5.3(d) and 5.3(f) i.e. each matrix is a product of the correlator matrix and the copy tensor. This is not the only way that the $A$ matrices can be formed: alternatively each correlator matrix can be split into a product of two matrices e.g. by taking the square root of the matrix or performing a singular value decomposition [134] as shown in Figures 5.3(e) and 5.3(f). In all cases the boundary vectors are simply formed by terminating the network with uniform vectors (and multiply the uniform vectors with the ‘split’ correlator matrices if appropriate).

This can be illustrated with the simple case of a GHZ state. The antiferromagnetic GHZ state is given by $|\psi\rangle = |\uparrow\downarrow\uparrow\downarrow\cdots\uparrow\downarrow\rangle + |\downarrow\uparrow\downarrow\uparrow\cdots\downarrow\uparrow\rangle$. This has an exact correlator product state representation, where all the correlators are identical and where

$$C = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$ 

We can see from this correlator matrix that any configuration with neighbouring sites having the same configuration (i.e. diagonal elements) will be zero. All configurations with all neighbouring sites having different configurations (i.e. off-diagonal elements) will have the same amplitude. We can express the copy tensor as

$$P = \begin{pmatrix} |\uparrow\rangle & 0 \\ 0 & |\downarrow\rangle \end{pmatrix},$$

by absorbing the physical leg inside of the matrix making its elements vectors. Forming the $A$ matrices as given in Figures 5.3(d) and 5.3(e) by simply multiplying the copy tensor and the correlator tensor together gives $A^\dagger = \sigma^+$ and $A^\dagger = \sigma^-$. We can see this is a correct MPS representation since $(A^\dagger)^2 = (A^\dagger)^2 = 0$, and the only two non-zero amplitudes are with all neighbouring spins opposite i.e. an antiferromagnetic state.

In two dimensions, correlator product states can also be considered to be equivalent to a special case of PEPS — in this case the copy tensor copies the physical index to four different correlator matrices. String bond states [148] are another special factorisation of PEPS where the contractible components are themselves MPS, rather than a correlator matrix. States such as these can then be sampled efficiently, as they consist of product of scalar values,
each scalar value only depending on a small number of physical indices.

Note that although every nearest-neighbour bond one-dimensional CPS has a MPS dimension of $\chi = d$, the reverse is not always true. For example, consider the $W$-state, $|\psi\rangle = |\downarrow\uparrow\uparrow\cdots\uparrow\rangle + |\uparrow\downarrow\uparrow\cdots\uparrow\rangle + \cdots + |\uparrow\uparrow\uparrow\cdots\downarrow\rangle$. This has an exact MPS representation with $\chi = 2$ [151], but does not have an exact CPS representation (unless the projector $P_N$ is used to project to states with total spin $N - 2$). These are MPS that cannot be factorised using the copy tensor.

Since the MPS representation is exhaustive, every correlator product state will have an equivalent matrix product state. However, for certain systems, it may be far more efficient to use the CPS representation. For example, in the MPS representation long-range correlations are mediated by the bonds between neighbouring sites. Thus, in general, a very large bond-dimension $\chi$ will be needed between neighbouring sites to capture the entanglement between sites spaced by a large distance (although there are specific cases where long range correlations are efficiently mediated using MPS). However, using CPS it is possible to include a correlator directly between distant sites, describing the entanglement with a small bond dimension since the bond directly links the two sites (we see an example of this in relation to the Laughlin wave function, described in detail in Chapter 7). Correlator product states can thus describe systems that do not obey an area law.

## 5.3 Determining the ground-state wave function

Given that the weight for each configuration is given by a product of scalars, the ground-state wave function can be found easily using variational methods. In [134] a generalised eigenvalue method was used, where a reduced Hamiltonian and overlap matrix are constructed via Monte Carlo sampling. A deterministic method has also been shown in [150]. We have used a stochastic minimisation method [152] to determine the ground-state that has previously been applied to one-dimensional systems represented by matrix product states [153].

### 5.3.1 Calculating expectation values

We determine expectation values of the energy and other operators using Monte Carlo importance sampling, which gives a polynomial scaling of the computation time required with the system size for a given statistical error
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(typically $N^3$). The energy $E$ is given by

$$E = \langle \psi | H | \psi \rangle = \frac{\sum_{s,s'} W^*(s') (s'|H|s) W(s)}{\sum_s |W(s)|^2},$$

where we have assumed that the wave function is not normalised, which will generally be the case when using correlator product states. The energy can be expressed as a weighted sum

$$E = \frac{\sum_s |W(s)|^2 \sum_{s'} \frac{W^*(s')}{W^*(s)} (s'|H|s)}{\sum_s |W(s)|^2} = \sum_s P(s) E(s)$$

which we can express as a sum over configurations of the product of the local energy $E(s)$ and the probability $P(s)$, given by

$$P(s) = \frac{|W(s)|^2}{\sum_s |W(s)|^2}, \quad E(s) = \sum_{s'} \frac{W^*(s')}{W^*(s)} (s'|H|s).$$

The Hamiltonian can be replaced with any other operator to calculate other expectation values. The probability of a given configuration is never explicitly calculated using Equation (5.8). Instead, the configurations are visited according to importance sampling, i.e. the number of times a configuration is visited is proportional to the probability of that configuration, with the local energy contribution added to the total energy each time that configuration is visited. To achieve this we use the Metropolis Algorithm [154]:

**Pick initial configuration** We start by picking an initial configuration $s$. When picking an initial configuration it is important to pick one that is not too far in configuration space from the most likely configurations. In the case of a spin-$\frac{1}{2}$ system (see Chapter 6), for the first sample we start with all spins polarised. After the first sample, in which the absolute magnetisation is calculated, we start with an initial configuration having the same magnetisation as previously calculated. In the case of the Bose-Hubbard model on a disk, we start with all atoms within 90% of the disk radius.

**Propose a move** We then propose a move $s \rightarrow s'$ to a new configuration. In a spin-$\frac{1}{2}$ system this is done by flipping a spin, where each spin is visited sequentially. For the Bose-Hubbard model, this is done by moving a particle to a new, random, site, where each particle is moved in sequence.
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Determine acceptance probability The acceptance probability $P_{\text{acc}}$ describes how likely the proposed configuration is in comparison to current configuration and thus gives the probability of accepting the new move. It is calculated from the ratio of the weights for the proposed and current configurations using $\min \left[ \frac{|W(s)|^2}{|W(s')|^2}, 1 \right]$. If $P_{\text{acc}} > r$, where $r$ is a random number between 0 and 1, the move is accepted, and the proposed configuration becomes the current configuration, otherwise the move is rejected and the current configuration remains unchanged and is used again.

Determine local variables The local energy $E(s)$, is then calculated for the current configuration, as well as the local values of any other operators.

A new move is then proposed, the acceptance probability recalculated and the total energy summed according to this method. This is repeated $F \times N$, times, where we call $F$ the number of sweeps per sample, and $N$ is the number of particles in the system (since we visit each particle or site sequentially in a given sweep). Before the $F \times N$ sweeps that contribute to the estimation of the energy and other values there are a few warm-up sweeps that do not contribute to the estimates, to ensure that the random walk through configuration space starts in an equilibrium position. Also the local expectation value is not calculated and added to the total value every sweep, but instead is added every $s^{th}$ sweep, where $s$ is the sample rate $\sim 10$, to allow a larger portion of the configuration space to be sampled, and to ensure that the configurations that are sampled are independent from one another.

At no point during the calculation is knowledge of the normalisation of the wave function needed. The most time-consuming step in the calculation is that of determining the correlator fraction $W(s')/W(s)$. Since the configuration weight is given by a simple product of numbers, to calculate this fraction only the correlators that represent the sites where the configurations have changed are required. Calculation of the correlator fraction scales with $z_s z_c$, where $z_s$ is the number of sites covered by a correlator and $z_c$ is the number of correlators that cover a given site. If the Hamiltonian is local then there are only a few configurations $s'$ that have a non-zero matrix element in the local energy, so only a few correlator fraction terms need to be calculated for each contribution to the energy.
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5.3.2 Minimising the energy

We minimise the energy using a stochastic minimisation method which requires only the sign of the first derivative of the energy with respect to the correlator elements [152].

The first derivative is given by

$$\frac{\partial E}{\partial C^{(i)}_{s_{(i)}}} = 2(\langle \Delta^{(i)}_{s_{(i)}} E\rangle - \langle \Delta^{(i)}_{s_{(i)}} \rangle \langle E\rangle),$$

(5.9)

where $\Delta^{(i)}_{s_{(i)}} (s)$ is given by

$$\Delta^{(i)}_{s_{(i)}} (s) = \frac{1}{W(s)} \frac{\partial W(s)}{\partial C^{(i)}_{s_{(i)}}}$$

(5.10)

This is trivial to compute, since $W(s)$ is simply a product of the different correlators $C$. If each correlator is only used once it is given by $1/C^{(i)}$, whereas if the same correlator is used for multiple sites (e.g. in a translationally invariant system) it is given by $b^{(i)}/C^{(i)}$, where $b^{(i)}$ is the number of times the correlator $C^{(i)}$ appears in the product for the correlator amplitude for configuration $s$.

We calculate the expectation value of the derivative in the same way that other operators are calculated for $F$ sweeps in a sample, and the derivatives for all correlators are calculated simultaneously. After this every correlator is updated according to

$$C^{(i)}_{s_{(i)}} \rightarrow C^{(i)}_{s_{(i)}} - r\delta(k)\text{sign} \left( \frac{\partial E}{\partial C^{(i)}_{s_{(i)}}} \right),$$

(5.11)

where $r$ is a random number between 0 and 1, and $\delta(k)$ is the step-size for a given iteration $k$. Unlike the Newton method, the second derivative is not required, considerably simplifying the calculation. As reported in [152] this method is found to give better convergence than the Newton method, since it is faster to compute and also because it avoids statistical errors in the second derivative, which can be very large. In addition, this method does not exactly follow the true gradient which is preferable since it is not always efficient to move in exactly the same direction as the steepest descent.

To achieve convergence, the number of samples is increased every iteration, and the step size $\delta(k)$ is reduced. For every iteration $k$, $F$ is given by $F_0k$, and the procedure is repeated $G = G_0k$ times per iteration, where typically $F_0$ and $G_0 \sim 10$. The step size is reduced per iteration as $\delta = \delta_0k^{-\eta}$. 
We have found best results with $\eta$ between 0.75 and 0.9.

After an initial run with a relatively large step size to get close to the result, the resulting correlators are then used as a starting point for a new run of iterations (i.e. $k$ is reset) where $F_0$ and $G_0$ are unchanged, but $\delta_0$ is decreased. Depending on the system parameters this can reduce the energy further (while for other parameters the energy has already converged after the first run).

After minimisation is complete, the procedure is repeated for a single iteration with zero step size and large $F$ and $G$, to obtain an accurate estimate of the expectation values.
Chapter 6

Two-dimensional quantum Ising model

We now consider spin models in lattice systems. As described in 1.3.2, spin models can be realised by using spin dependent lattices to engineer the spin exchange interaction, or by mapping the hardcore Bose-Hubbard Hamiltonian to a spin model.

6.1 Background

We choose to apply the correlator product state (CPS) method to the 2D quantum Ising model, which is described by the Hamiltonian

\[ H = -\sum_{i=1,j=1}^{L} (\sigma_{z}^{[i,j]}\sigma_{z}^{[i+1,j]} + \sigma_{z}^{[i,j]}\sigma_{z}^{[i,j+1]} + B\sigma_{x}^{[i,j]}), \]

(6.1)

where \(i\) and \(j\) denote the lattice index in the two perpendicular directions, and \(B\) is the transverse magnetic field. This model has not so far been realised in ultracold atom systems.\(^1\) However, the reason we choose to study this model is because it is one of the simplest systems that exhibits a quantum phase transition at a finite magnetic field. The system moves from an ordered ferromagnet in the \(z\) direction at \(B = 0\) to a state disordered in the \(z\) direction at \(B > B_c\). By applying the correlator product states to this system, we can

\(^1\)The model has an experimental realisation in three dimensions in LiHoF\(_4\) crystals [155]. The holmium atoms have an easy axis at low temperatures, which will align either parallel or anti-parallel to this axis.
investigate the performance of the description, and compare with the many previous studies performed using other numerical and analytical methods. This system is thus used to benchmark the method and demonstrate its usefulness before moving to the Bose-Hubbard model in Chapter 7.

The position of the critical point has been calculated using a finite-size scaling analysis, and was found to be at $B_c \approx 3.044$ [156, 157, 158]. Approximate numerical methods that have been used to determine the properties of the ground state for larger systems include an adjusted density-matrix renormalisation method to handle two-dimensional systems of limited width [159]. This particular method was able to reach system sizes of $30 \times 6$ spins. The system has also been investigated using string bond states [148] for a $10 \times 10$ system$^2$ and tree tensor networks (TTNs) [160], which are another type of tensor network state, for up to a $32 \times 32$ system.

6.2 System set-up

6.2.1 Correlator types

We study the ground states of the quantum Ising model using different types of correlator, and compare their properties. We use periodic boundary conditions - the translational invariance of the system allows us to use one correlator of each type to describe the system.

The types of correlators used are illustrated in Figure 6.1. For all correlator types we restrict to only real parameters without any loss of generality. The simplest we use are nearest-neighbour bond correlators, with one correlator for the vertical bonds and one correlator for the horizontal bonds as shown in Figure 6.1(a). This gives a description of the ground state using only eight parameters. We also use bond correlators with longer range bonds. Figure 6.1(b) shows the set-up with the maximum bond length $\Delta r_{\text{max}} = (1, 1)$, and in the following calculations we use correlators up to $\Delta r_{\text{max}} = (10, 10)$. The correlators for $\Delta r_{\text{max}} = (r_{\text{max}}, r_{\text{max}})$ include all bonds with the vector between two sites up to the maximum distance i.e. it includes all the diagonal bonds as well as bonds along the lattice axes. This is demonstrated in Figure 6.2 which shows all the correlator bonds that originate from a single lattice site for $r_{\text{max}} = 2$ — these correlators will be repeated across the entire lattice. For correlators up to $r_{\text{max}}$, the number of correlator elements is $8r_{\text{max}}(r_{\text{max}} + 1)$. As described in section 5.3.1, the computational effort scales with the num-

$^2$The authors state that the code used is a simple non-optimised MATLAB code for the purposes of demonstrating the technique only. Accordingly, it is likely that larger systems could be treated in this way.
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![Diagram of different correlator types](image)

(a) Nearest-neighbour
(b) $\Delta r_{\text{max}} = (1, 1)$
(c) $2 \times 2$ plaquette

Figure 6.1: Illustration of the different correlator types used to simulate the 2D Ising model.

The number of sites covered by the correlator multiplied by the number of correlators associated with a given site. This gives a scaling of $C \propto 4 r_{\text{max}} (r_{\text{max}} + 1)$.

We also use plaquette correlators, with the smallest $2 \times 2$ plaquette illustrated in Figure 6.1(c). Plaquette correlators up to a size of $4 \times 4$ plaquettes, i.e. a plaquette that covers 16 sites, were used. The correlators are set up so they are displaced from one another by one site, i.e. so that the correlators overlap one another. The number of elements in an $n \times n$ correlator scales as $2^{n^2}$, so the memory requirements for a given plaquette correlator size scale much faster than for bond correlators. However the computation effort scales as $C \propto n^4$, which grows much more slowly than the number of elements in the system. This means we would expect a calculation using $3 \times 3$ plaquet-
Figure 6.2: Bond correlators for $\Delta r_{\text{max}} = (2,2)$ originating from a single site. These correlators are repeated across the entire lattice.

The correlators to be as computationally intensive as a calculation using bond correlators up to $r_{\text{max}} = 4$, and a calculation using $4 \times 4$ plaquette correlators to be as computationally intensive as a calculation using bond correlators up to $r_{\text{max}} = 8$. However, although the computational effort is similar, the way the minimisation algorithm behaves is not necessarily the same for different correlator types, which we will see in section 6.3.

### 6.2.2 Calculation of energy and derivative

The energy and derivative, as well as other observables, are calculated using the algorithm described in section 5.3.1. Calculation of the interaction energy terms $\sigma_z^{[i,j]} \sigma_z^{[i+1,j]}$ is straightforward since the operators are diagonal: the local energy $E_{zz}(s)$ is given by

$$E_{zz}(s) = -\sum_{i=1, j=1}^{L} (s^{[i,j]} s^{[i+1,j]} + s^{[i,j]} s^{[i,j+1]}),$$

where $s^{[i,j]} = \pm 1$. In a translationally invariant system, we can dispense with the sum over all sites and simply take the exchange energy of the first and second (or any other pair) of spins.

To calculate the transverse energy terms $B \sigma_x^{[i]}$, we use $\sigma_x = \sigma_+ + \sigma_-$. The only non-zero terms of the energy estimator $E(s) = \sum_{s'} \frac{W(s')}{W(s)} \langle s' | H | s \rangle$, are those for which $s'$ differs from $s$ by a single spin-flip, so the local transverse
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<table>
<thead>
<tr>
<th>Correlator type</th>
<th>No. of elements</th>
<th>Energy</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest-neighbour bonds</td>
<td>8</td>
<td>-3.2348(4)</td>
<td>13 × 10⁻³</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (1, 1)$</td>
<td>16</td>
<td>-3.2384(3)</td>
<td>9 × 10⁻³</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (2, 2)$</td>
<td>48</td>
<td>-3.2457(3)</td>
<td>2 × 10⁻³</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (3, 3)$</td>
<td>96</td>
<td>-3.2465(2)</td>
<td>1 × 10⁻³</td>
</tr>
<tr>
<td>$2 \times 2$ plaquettes</td>
<td>16</td>
<td>-3.2387(4)</td>
<td>9 × 10⁻³</td>
</tr>
<tr>
<td>$3 \times 3$ plaquettes</td>
<td>512</td>
<td>-3.2463(2)</td>
<td>1 × 10⁻³</td>
</tr>
<tr>
<td>$4 \times 4$ plaquettes</td>
<td>65,536</td>
<td>-3.24725(5)</td>
<td>2 × 10⁻⁵</td>
</tr>
</tbody>
</table>

Table 6.1: Energy per site found using stochastic minimisation for the 2D Ising model in a $6 \times 6$ system for different correlator types. Results are compared with exact results found in [156] at $B = 3.05266$

energy is given by

$$E_x(s) = -\sum_{i=1,j=1}^{L} \frac{W(s'_{ij})}{W(s)}. \quad (6.3)$$

We also calculate the absolute magnetisation $\langle |\sigma_z| \rangle$ of the ground state. Note that the expectation value of the magnetisation $\langle \sigma_z \rangle$ will always be zero, since the symmetry of the system means the ground state will form equal superpositions of configurations with all spins flipped. However, we can calculate the absolute magnetisation which quantifies how well the spins are aligned with one another, by summing the local absolute magnetisation

$$|\sigma_z(s)| = \frac{1}{L^2} \left| \sum_{i=1,j=1}^{L} s^{i,j} \right|. \quad (6.4)$$

The derivative is calculated using equation (5.9), where $\Delta_{\ell_{(i)}}(s) = b^{(i)} / C^{(i)}$, where $b^{(i)}$ is the number of time the correlator $C^{(i)}$ appears in the product for the correlator amplitude for configuration $s$.

For bond correlators and for $2 \times 2$ plaquette correlators, we start with a uniform state, and perform initial minimisation with $F_0 = 10$, $G_0 = 10$, $\delta_0 = 0.02$, $\eta = 0.9$ for 25 iterations. For $3 \times 3$ and $4 \times 4$ plaquette correlators, we build the initial correlator using the $2 \times 2$ plaquette correlator that results from the first round of minimisation. For all correlator types, we then reset the iteration counter, and perform the minimisation procedure again using the minimised correlator as a starting point, and $\delta_0 = 0.005$ for 30 iterations. We then obtain accurate estimations of the expectation values by performing a final calculation with one iteration having $F = 10,000$, $G = 100$, $\delta = 0$. 
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6.3.1 Energies

We first calculate the energy for a 6×6 system. This is the largest system that has been solved exactly [156], so provides a good comparison for how well the method is working. This system size has also been solved using TTNs [160], so we also compare the accuracy of the CPS method those results.

The ground state is found at $B = 3.05266$, which is calculated to be the pseudo-critical point in a 6 × 6 system, with a ground state energy of $-3.2472744$. The energy of the ground state found using different correlator types is shown in Table 6.1. The error, that is the difference between the energy estimated using CPS and the ground state energy found exactly, is also displayed. As expected, the energy converges to the exact value the larger the correlator size. The agreement for a given plaquette size can be compared with that found using TTNs [160]. In that work to reduce the error to around $2 \times 10^{-5}$ required $\chi = 200$, therefore the number of parameters is comparable to 4 × 4 plaquette correlators which achieve a similar accuracy.

We next apply the CPS method to much larger systems. Table 6.2 shows the minimised energy in a 31×31 system at $B = 3.05$, which should be close to the pseudo-critical point. This is the largest system in which we can calculate the ground state energy in a reasonable time for 4 × 4 plaquette correlators, although larger system sizes can be reached for smaller correlators.

The minimised energy converges for plaquette correlators, however for bond correlators we encounter difficulties in minimising the energy within 25 + 30 iterations. Even though the number of elements is much larger for 4 × 4 plaquette correlators, the energy converges much more readily. It could be that having a larger number of parameters actually allows the system more

<table>
<thead>
<tr>
<th>Correlator type</th>
<th>No. of elements</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest-neighbour bonds</td>
<td>8</td>
<td>−3.2325(1)</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (1,1)$</td>
<td>16</td>
<td>−3.2356(1)</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (5,5)$</td>
<td>240</td>
<td>−3.23850(6)</td>
</tr>
<tr>
<td>Bonds with $\Delta r_{\text{max}} = (10,10)$</td>
<td>880</td>
<td>−3.2358(1)</td>
</tr>
<tr>
<td>2 × 2 plaquettes</td>
<td>16</td>
<td>−3.23599(9)</td>
</tr>
<tr>
<td>3 × 3 plaquettes</td>
<td>512</td>
<td>−3.23864(4)</td>
</tr>
<tr>
<td>4 × 4 plaquettes</td>
<td>65,536</td>
<td>−3.23895(4)</td>
</tr>
</tbody>
</table>

Table 6.2: Energy per site found using stochastic minimisation for the 2D Ising model in a 31 × 31 system for different correlator types at $B = 3.05$
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freedom in finding the minimum energy state, while constraining the number of parameters for such long range bonds tends to result in a more difficult minimisation problem. It is well known from optimisation theory that having more parameters than is strictly needed can often aid the algorithm.

Using the TTN method, the authors of [160] state that they no longer obtain convincingly converged results for \( L \geq 10 \) with \( \chi \approx 500 \) close to the critical point. The authors examine the magnetisation for different values of \( \chi \) to determine how well the results are converging. In the next section we examine the behaviour of various parameters as the transverse magnetic field is varied.

### 6.3.2 Transition point

As described above, there is a quantum phase transition as the magnetic field is increased, from a state with ferromagnetic order in the \( z \) direction when \( B < B_c \) to a state with disordered \( z \) components at \( B > B_c \). The critical point in the thermodynamic limit, found using a finite-scaling analysis in [156], is \( B_c = 3.044 \), where the pseudo-critical point was defined using the
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![Graph: Minimum magnetisation as a function of lattice size](image)

Figure 6.4: Absolute magnetisation at $B = 4$ for an $L \times L$ lattice. The black dots show the calculated absolute magnetisation and the red line shows a fit of the form $\langle |\sigma_z| \rangle_{\text{min}} = aL^{-b}$. The fitted parameters are $a = 1.181(5)$, $b = 1.001(2)$.

The absolute magnetisation as a function of transverse magnetic field is calculated using $2 \times 2$ plaquette correlators for a number of $L \times L$ system sizes, shown in Figure 6.3. The error bars for each point, where the error is given as the standard deviation of the $G$ different samples, are plotted, but for most cases are smaller than the marker for the data point. For the largest system size ($L = 51$), the calculation took around two weeks.

We find a sharp drop in the magnetisation at around $B = 3.05$ as we would expect, where the change in magnetisation becomes steeper as the system size increases. We also find that magnetisation for $B > B_c$ is flatter and decreases as the system size increases: for $L = 51$, the minimum magnetisation is 0.022. Figure 6.4 shows the minimum magnetisation (which occurs at $B = 4$) as a function of lattice size, with a fit to polynomial decay of the minimisation i.e. $\langle |\sigma_z| \rangle_{\text{min}} = aL^{-b}$. The data fits an inverse scaling with system size, indicating that the magnetisation decays to zero in an infinite system.

As we saw with respect to the minimum energy, the larger the correlator used the better the approximation to the ground state. For this reason we also investigate how the absolute magnetisation as a function of magnetic field changes as the plaqette size is increased, and for different plaquette types. This is shown in Figure 6.5.

The plot in Figure 6.5 also indicates the position of the critical point found by a finite-scaling analysis in [156]. We see that as the correlator
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Figure 6.5: Absolute magnetisation as a function of transverse magnetic field for a $31 \times 31$ system, for the ground state found using different sized correlators. The dotted line indicates the critical magnetic field found by a finite-scaling analysis in [156].

size increases, the change in the magnetisation moves closer to the critical point. The results begin to converge for large plaquette correlators although there are still some differences. We also see that the minimum magnetisation increases, indicating that the decay of the minimisation is slower than that shown in Figure 6.4.

Of note is the behaviour of the magnetisation for bond correlators with $r_{\text{max}} = 5$, which shows noisy behaviour. As described above, we encountered difficulties minimising these correlators, which tended to get ‘stuck’ at certain values. Restarting the minimisation procedure (i.e. resetting the step size $\delta$, and the number of sweeps $F$ and samples $G$) improves the convergence, and if this procedure were to be repeated it seems likely that the magnetisation for bond correlators with $r_{\text{max}} = 5$ would also tend to the values found for large plaquette correlators. However, such a calculation would be much more time consuming for a similar degree of convergence to the exact value since more iterations would be required.

We also investigate the transverse magnetisation as a function of magnetic field, which is shown in Figure 6.6. As expected, the transverse magnetisation
Transverse magnetisation as a function of transverse magnetic field for a $31 \times 31$ system, for the ground state found using different sized correlators. The dotted line indicates the critical magnetic field found by a finite-scaling analysis in [156].

Increases as a function of transverse magnetic field, and levels off at a value close to 1 at the critical point. We see this value decrease as the correlator size increases, and as with the absolute magnetisation, we see the change in gradient move close to the estimated critical point as the correlator size increases. We see similar noisy behaviour in the transverse magnetisation calculated using bond correlators with $r_{\text{max}} = 5$. The magnetisation close to $B = B_c$ does not completely converge for the larger correlators: the difference in $\langle \sigma_x \rangle$ for the $4 \times 4$ plaquette correlator and the $3 \times 3$ plaquette correlator is 0.003. This is comparable with the convergence found using TTNs in [160], where for a $10 \times 10$ system, the difference in the transverse magnetisation for $\chi = 100$ and $\chi = 200$ is $\sim 0.002$. 

![Figure 6.6: Transverse magnetisation as a function of transverse magnetic field for a $31 \times 31$ system, for the ground state found using different sized correlators. The dotted line indicates the critical magnetic field found by a finite-scaling analysis in [156].](image)
6.3.3 Long-range correlations

As discussed in section 5.1.2 the success of the tensor network approach is intimately connected with the decay of correlations in the system. When the correlations are short range, the tensor network representation is likely to be able to model the system well, with a number of parameters much smaller than the Hilbert space size. However, when the correlations decay algebraically, it can be difficult to model the system well using these methods, and a larger number of parameters are required to describe the entanglement in the system.

We calculate the two point correlation function given by

\[ C_{x,y} = \langle \sigma_z^{[0,0]} \sigma_z^{[x,y]} \rangle - \langle |\sigma_z^{[0,0]}| \rangle \langle |\sigma_z^{[x,y]}| \rangle, \]  

(6.5)

after the wave function has been minimised, at different values of the transverse magnetic field and for different correlator types. The two point correlation function \( C_{x,y} \) describes the probability of two spins on separated sites being aligned with one another, where the uncorrelated average is subtracted. It can only be non-zero if entanglement exists between these two sites.

When the system is close to the pseudo-critical point, we would expect the correlation function to decay algebraically, and thus expect the system to be the hardest to simulate numerically. Figure 6.7 shows calculations of the correlation function at \( B = 3.05 \) in a \( 31 \times 31 \) system. Figures 6.7(a) and 6.7(b) show a plot of \( C_{x,y} \) for different correlator types. It is clear that using nearest-neighbour bonds to describe the system discards much of the information about long-range correlations in the system, which are revealed when a larger correlator (\( 4 \times 4 \) plaquette) is used. In Figures 6.7(c) and 6.7(d) we plot the average of the two-point correlation function for a given distance \( l \) for a lattice point given by

\[ C_l = \frac{1}{4} (C_{l,0} + C_{-l,0} + C_{0,l} + C_{0,-l}). \]  

(6.6)

The error bars denote the standard deviation of this average. Figure 6.7(c) shows a linear plot for different correlator types, demonstrating that a slower decay of the correlation function is revealed as the correlator size is increased. However even for the larger correlators the correlation function is not yet converged.

Figure 6.7(d) shows a log-log plot of the same data. None of the correlators indicate an algebraic decay of the correlation function, although bond correlators with \( r_{\text{max}} = 5 \) shows the slowest decay, and the behaviour does appear to be tending to an algebraic decay.
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Figure 6.7: Two point correlation function $C_{x,y}$ at $B = 3.05$ for (a) nearest-neighbour bond correlators, and (b) $4 \times 4$ plaquette correlators. (c) $C_l$ for different correlator types and (d) the same data on a log-log scale.
It is perhaps surprising that the bond correlators show the slowest decay of correlator length when they do not produce the lowest ground state energy. The reason for this could be that the structure of bond correlators allows an efficient description of long-range correlations since it provides direct bonds between distant lattice sites. However the relatively small number of parameters (in comparison to the plaquette correlators) limits the accuracy to which it can describe global properties of the system, such as the energy and magnetisation. Of course it is possible that the difficulty in minimising these correlators also plays a part. It would be interesting to investigate this matter further, although it would require a large increase in calculation time.

We also investigate how the behaviour of the correlation function affects the calculation of the energy. Figure 6.8 shows the difference between the energy calculated using nearest-neighbour bond correlators (which give the highest ground state energy) and the energy calculated using $4 \times 4$ plaquette correlators (which give the lowest ground state energy), for different values of the transverse magnetic field $B$. We find that there is not much difference between the two values away from $B = B_c$, but the energy difference increases when $B \approx B_c$.

We can understand this behaviour by considering the decay of the correlation function for different values of the transverse magnetic field. This is illustrated in Figure 6.9, which shows the average correlation function $C_l$.

Figure 6.8: Difference in energy between ground state calculated using nearest-neighbour bond correlators, and ground state calculated using $4 \times 4$ plaquette correlators.
for different separations $l$, calculated using $4 \times 4$ plaquette correlators. We see the same form as shown in Figure 6.8. This is exactly the behaviour that would be expected: when the correlations are short range the energy can be calculated accurately using a small number of parameters, however as the correlation length increases larger correlators are needed to describe the system accurately.

### 6.4 Summary

We have investigated the performance of various forms of correlator product states for describing the ground state of the 2D quantum Ising model. Even correlators with a small number of parameters (16 parameters for the $2 \times 2$ plaquette correlator) can describe the qualitative behaviour of large systems (up to $51 \times 51$ spins). Increasing the correlator size to $4 \times 4$ site plaquettes provides accurate results for small systems although for large systems does
not lead to complete convergence. We have found that large correlators can
describe long range correlations in a $31 \times 31$ system, and that bond correla-
tors are more successful than plaquette correlators at describing long range
 correlators. However we have encountered difficulties in reliably determining
the ground state expectation values using bond correlators. In addition, the
ground state energy obtained is larger than that found using plaquette cor-
relators. The findings in this section provide insights for further studies and
the usage of correlator product states for optical lattice systems.
We will now apply the correlator product state (CPS) method to the Bose-Hubbard model in an artificial magnetic field, with the aim of studying the FQH effect in optical lattices, which was introduced in section 4.3. The FQH regime has yet to be reached in an optical lattice,\(^1\) and simulations of realistic-sized systems are useful for determining the parameters that would be required and the expected behaviour of these strongly correlated states. Our calculations concentrate on the low \(\alpha\) regime, where the Laughlin wave function given in equation (4.6) is a good description of the ground state.

\section{Background}

Exact calculations have previously been used to numerically determine the properties of the Bose-Hubbard model in an artificial magnetic field [93, 119, 97, 121]. However, as explained in section 5.1.1, the system sizes that can be solved using these calculations are very small. Density matrix renormalisation group methods have been applied to the study of continuous FQH states in a spherical geometry [161] and in a narrow channel geometry [162] and in both cases were able to treat systems larger than those that could be treated with exact diagonalisations. In [120] the energy of a variational wave

\(^1\)As stated before, the FQH regime has been reached in an optical lattice where each site contained an isolated continuous FQH system of an average of five atoms [118].
function for the Laughlin state formed of excess particles/holes in the vicinity of the Mott insulator state was calculated using variational Monte Carlo and compared with the energy of the Gutzwiller mean-field vortex lattice.

In [163] the exact matrix product representation of the Laughlin wave function was determined for different values of the filling factor $\nu$, and it was found that there was no efficient description for the bosonic case of $\nu = 1/2$. Recently, it has been shown that both fermionic and bosonic fractional quantum Hall states can be represented using local Grassmann tensor networks [164, 165].

In the following, we will see that the long-range bonds provided by the CPS description allow us to accurately represent the Laughlin wave function with a small number of parameters.

### 7.2 Exact calculations

We first carry out exact calculations of the system so that we can determine the accuracy of the results found using correlator product states. Previous exact calculations that have compared the ground state with the Laughlin wave function have been carried out in a toroidal geometry, i.e. with periodic boundary conditions, to diminish edge effects and so represent the bulk properties of the system [93, 119].

We carry out our calculations in a disk geometry with hard wall boundary conditions for two reasons. The first reason is that these states are more suitable for being studied with correlator product states. The Laughlin wave function for $\nu = 1/2$ on a torus is given by [166]:

$$
\psi_L = \vartheta \left( \frac{(\ell + N - 1)/2}{1 - N} \right) \left( \frac{2Z/L|2\nu|}{1/2} \right) \prod_{i<j} \vartheta \left( \frac{1/2}{1/2} \right) ((z_i - z_j)/L|i|^2)
$$

where $Z$ is the centre-of-mass co-ordinate $\sum_i z_i$, $\ell = 0, 1$ (i.e. there are two degenerate solutions) and where $\vartheta \left( \begin{array}{c} a \\ b \end{array} \right) (z|\tau)$ are theta functions. The presence of the centre-of-mass co-ordinate means that the wave function cannot be decomposed into a product of terms dependent on pairs of sites, and thus there is no exact correlator product representation for this state. On the other hand, in a disk geometry the Laughlin wave function is given by equation (4.6), which can be expressed as a product of terms dependent on the number of atoms on each pair of sites, and it has an exact CPS representation [134] which will be described in section 7.3.

The other reason we work in a disk geometry is to better approximate
experimental conditions, where the system is held in a spherically symmetric trap (for the case of a rotating optical lattice). In these experiments edge effects will be present, and since using the CPS representation we hope to reach system sizes comparable with experimental systems, our calculations will be able to represent both a sizeable bulk region and the edge region of the system.

One consequence of working in a disk geometry is that it is unclear how to define the number of magnetic flux quanta \( \Phi \). We define the average filling factor of the system as

\[ \nu_{\text{ave}} = \frac{N}{N_{\Phi_{\text{disk}}}} \]

where \( N \) is the number of atoms in the disk, and \( N_{\Phi_{\text{disk}}} \) is the number of magnetic flux quanta piercing the entire disk of radius \( R \) (where \( R \) is in units of the lattice periodicity \( d \)). The number of magnetic flux quanta per plaquette is then given by

\[ \alpha = \frac{N}{(\pi R^2 \nu_{\text{ave}})} \]

We use the Bose-Hubbard Hamiltonian with the magnetic field given in the symmetric gauge, introduced in equation (4.4),

\[
H = \sum_{i,j} \left\{ -J \left( e^{i\alpha i j} \hat{a}_{i,j}^{\dagger} \hat{a}_{i,j-1} + e^{-i\alpha i j} \hat{a}_{i,j-1}^{\dagger} \hat{a}_{i,j} + \text{h.c.} \right) + \varepsilon_{i,j} \hat{a}_{i,j}^{\dagger} \hat{a}_{i,j} + \frac{U}{2} \hat{a}_{i,j}^{\dagger} \hat{a}_{i,j} \hat{a}_{i,j} \right\},
\]

(7.2)

with the residual harmonic trapping term \( \varepsilon_{i,j} \) set to zero, and allow the atoms to hop within a disk of radius \( R = (L + 1)/2 \) in an \( L \times L \) lattice. We first take the hard core limit, where only one atom is allowed on each lattice site. The maximum system size we can reach is five atoms in a \( 6 \times 6 \) lattice. We vary the average filling factor \( \nu_{\text{ave}} \) for a given atom number \( N \) by varying \( \alpha \), and find the overlap with a discretised \( m = 2 \) Laughlin wave function. The results are shown in Figure 7.1.

There are two features to note from these plots. The first of these is that the average filling factor \( \nu_{\text{ave}} \) for which good overlap with the Laughlin wave function occurs is smaller than the expected value of \( 1/2 \). This can be explained by considering boundary effects: previous Monte Carlo simulation results in the continuum (for the fermionic case) [167, 168] show that the wave function amplitude falls off at the boundary in width \( \sim \ell_B \). To ensure that there are two magnetic flux quanta per atom in the bulk region, we therefore require there to be \( 2N \) flux quanta in an area \( \pi(R - a \ell_B)^2 \), where \( a \) is a suitably chosen constant. This gives a filling factor \( \nu_{\text{ave}} = \left( \frac{\sqrt{m}}{m} + \frac{a}{\sqrt{2N}} \right)^{-2} \), for an effective filling factor in the bulk region of \( \nu_{\text{eff}} = 1/m \). By matching to the data for the exact results, we get \( a \approx 1.5 \). This reduces to \( \nu_{\text{ave}} = 1/m \) in the thermodynamic limit as we would expect, since the ratio of the magnetic length to system size decreases with the number of atoms in the system.
7.2. Exact calculations

We also notice from the plots that the width of the region of good overlap decreases with increasing atom number.

We can contrast this behaviour to that in a toroidal geometry, where the filling factor is precisely defined as $N/N_\phi$, where the number of magnetic flux quanta in the system $N_\phi$ is an integer. Here we (and previous calculations [93]) find good overlap with the ground state when $\alpha = 2N/N_p$ is small, $N_p$ being the number of lattice plaquettes.

Taking the optimum value of $\nu_{\text{ave}}$ determined for each system size for a disk, we consider the overlap as a function $\alpha$, as has been previously calculated for periodic boundary conditions [93]. As shown in Figure 7.2, we also see good overlap for $\alpha \ll 1$, and a drop off of the overlap as $\alpha \gtrsim 0.25$, similar to the case with periodic boundary conditions.

We also consider the overlap with the Laughlin wave function for a system with a finite on-site interaction i.e. we include the full Hilbert space. Calculations with a finite on-site interaction in a toroidal geometry found that the Laughlin wave function was a good description of the ground state for
a non-zero repulsive interaction [119]. Our calculations in a disk geometry are shown in Figure 7.3. We see the same result for a disk, provided that $\alpha \lesssim 0.15$. For large values of $\alpha$ a small value of $U/J$ is required. Note that from an experimental perspective, as described in section 4.3.4, the relevant energy scales are proportional to $U$, and thus a large value of $U$ is likely to be used in any case.

### 7.3 CPS representation of the Laughlin wave function

The Laughlin wave function given in equation (4.6), has an exact CPS representation, and it was the existence of this representation which motivated us initially to explore this particular numerical method. The CPS representation of the Laughlin wave function is given by

$$|\psi\rangle = \sum_{\{s\}} C^{(1)}_{s_n} \prod_{n_1 < n_2} C^{(2)}_{s_{n_1}, s_{n_2}} \hat{P}_N |s_1 \cdots s_L\rangle,$$
with

\[ C^{[1]}_n = \left( \frac{1}{e^{-|z_n|^2/4e_B^2}} \right) \]

and

\[ C^{[2]n_1,n_2} = \left( \frac{1}{1} \frac{1}{(z_{n_1} - z_{n_2})^2} \right), \quad (7.3) \]

for the hard core bosonic case, and where \( \hat{P}_N \) projects onto configurations where \( \sum s_n = N \), and where \( n \) labels lattice sites with \( x, y \) indices \( i, j \). When finite interactions are included, and we allow a maximum of \( N_{\text{max}} \) atoms per lattice site, the correlators \( C^{[1]}_n \) have dimensions \( N_{\text{max}} \times 1 \) and the correlators \( C^{[2]n_1,n_2} \) have dimensions \( N_{\text{max}} \times N_{\text{max}} \). Given that the Laughlin wave function acts to prevent any two particles coming together on the same site, when \( N_{\text{max}} > 1 \) all additional elements are zero. To represent the wave function exactly there must be a bond correlator \( C^{[2]n_1,n_2} \) between every pair of sites in the disk, as well as an on-site correlator \( C^{[1]}_n \) for every site. The correlators \( C^{[2]n_1,n_2} \) are defined slightly differently from the bond correlators in Chapter 5. In this case, we use \( d_{\text{max}} \) to correspond to the maximum Manhattan distance of the bonds in the system (in Chapter 5, we considered...
correlators where the maximum displacement in each direction was $\Delta r_{\text{max}}$). Since the system is not translationally invariant, the same correlator cannot be used to represent all the pairs with a given displacement. Note also that because the Hamiltonian is complex, we must allow the correlators to be complex to find the ground state.

### 7.3.1 Ground state calculation

To minimise the ground state, we start with a variety of initial correlators: the Laughlin correlator; a uniform correlator; and either of these two cases with varying amounts of random offset. We find that the success of the energy minimisation depends on the choice of initial state, where the best initial state depends on the system parameters.

We apply the minimisation algorithm set out in section 5.3.1. We start with an initial configuration $|s_1, s_2, \ldots, s_M\rangle$, where $s_n$ is the number of atoms on site $n = (i, j)$, and the positions of the atoms are chosen randomly with two constraints: for all values of $N_{\text{max}}$, we ensure that the starting configuration does not contain more than one atom on each site; and we also require atoms to be within 90% of the radius of the disk. We then propose a move by taking each atom in turn, and moving it to any new random position in the disk.

The local interaction energy for each configuration can simply be found by $E_U(s) = (U/2) \sum_n s_n(s_n - 1)$. Since the tunnelling energy contains off-diagonal terms, the correlator fraction must be calculated. We loop through each lattice site $n_1$ that contains one or more atoms, and determine all the lattice sites $n_2$ that an atom can hop to resulting in configuration $s'$. The local tunnelling energy is then given by

$$E_J(s) = -J \sum_{n_1,n_2} \frac{W^*(s')}{W^*(s)} e^{\phi_{n_1,n_2}} s_{n_1} s'_{n_2},$$

(7.4)

where $\phi_{n_1,n_2}$ is given by $\pi\alpha i(j_2 - j_1) - \pi\alpha j(i_2 - i_1)$.

We calculate the expectation values using the acceptance probability $P_{\text{acc}} = \min\left[\frac{|W(s')|^2}{|W(s)|^2}, 1\right]$ for each configuration in a slightly different way to that calculated for the 2D Ising model in Chapter 6. Instead of accepting or rejecting the configuration and then calculating the local value of the expectation value for that configuration, the acceptance value is used to calculate the local energy using both the proposed configuration $s'$ and the current configuration $s$ as proposed in [169] according to

$$E(s', s) = (1 - P_{\text{acc}}) E(s) + P_{\text{acc}} E(s').$$

(7.5)
This gives the same average as the weighted sum given in section 5.3.1, however the variance is smaller since it reduces the fluctuations caused by accepting unlikely configurations, as well as including information about the unlikely configurations. We find that using this expression leads to a more stable minimisation of the energy, although it does increase the computation time by a factor of $\sim 2-4$, since the energies of all the configurations need to be calculated, rather than just newly accepted configurations as in the previous case. After the local value is calculated, the configuration is then changed in accordance with $P_{\text{acc}}$. Once the derivative is calculated, all the correlators are updated simultaneously.

While minimising the energy, we encounter the same difficulties as for bond correlators in the case of the 2D Ising model. Since the Hamiltonian is complex and we know this is a system that supports highly non-trivial frustrated states, this system is more complicated than the 2D Ising model, therefore it is understandable that we encounter numerous local minima. As described above, the minimisation can be vastly improved by starting with an appropriate initial state. One factor that contributes to the difficulty of minimising the energy is that unlike with plaquette correlators used in Chapter 6, there is no simple way to build a larger correlator from the small correlator case, thus generating a suitable starting state when there are many parameters.\(^2\)

### 7.4 Results

This section presents preliminary results for finding the ground state in a rotating lattice subject to an artificial magnetic field. Note that these results are generated using a simple non-optimised MATLAB code, and so it is expected that we will eventually be able to reach larger system sizes than those presented here once a C version of the code is constructed.

We first apply the minimisation procedure to three atoms in a $V \times V$ lattice, so that we can compare the results with those from an exact calculation of section 7.2 above. For these parameters, $\nu_{\text{ave}} = 0.24$ to give $\nu_{\text{eff}} = 1/2$, $\alpha = 0.159$, and the overlap with the Laughlin wave function is 0.99. Although we need correlators for all pairs of sites to describe the Laughlin wave function exactly, given that we know that the minimisation problem becomes more difficult the more bonds we have, we investigate how well the CPS

\(^2\)With plaquette correlators a larger correlator is built from a smaller correlator by tiling the smaller plaquettes over the larger plaquette area. With bond correlators we are instead adding a new link to the system (rather than replacing one correlator with another).
representation can approximate the ground state as \( d_{\text{max}} \) is varied (\( d_{\text{max}} = 0 \) corresponds to a product of the on-site correlators \( C^{[1]n} \)). We allow moves to configurations in the entire Hilbert space i.e. \( N_{\text{max}} = 3 \), and set \( U/J = 10 \), which ensures that for the correct filling factor, there will be a good overlap with the Laughlin wave function. We find the best convergence with an initial minimisation having \( F_0 = 50, G_0 = 10, \delta_0 = 0.005 \) and \( \eta = 0.75 \), and then a second round of minimisation (i.e. with the iteration number reset) with the step size \( \delta_0 \) reduced to 0.001 and \( \eta \) increased to 0.9.

<table>
<thead>
<tr>
<th>( \nu_{\text{ave}} )</th>
<th>GS energy</th>
<th>( d_{\text{max}} )</th>
<th>Estimated energy</th>
<th>Exact energy</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.24</td>
<td>-3.112</td>
<td>0</td>
<td>-2.77(1)</td>
<td>-2.771</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-3.053(4)</td>
<td>-3.054</td>
<td>0.130</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>-3.079(4)</td>
<td>-3.078</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>-3.100(3)</td>
<td>-3.100</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>-3.109(2)</td>
<td>-3.109</td>
<td>0.995</td>
</tr>
<tr>
<td>1</td>
<td>-3.620</td>
<td>0</td>
<td>-3.590(7)</td>
<td>-3.584</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>-3.617(2)</td>
<td>-3.616</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>-3.618(2)</td>
<td>-3.617</td>
<td>1.000</td>
</tr>
<tr>
<td>5</td>
<td>-3.698</td>
<td>0</td>
<td>-3.672(5)</td>
<td>-3.668</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>-3.695(2)</td>
<td>-3.694</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>-3.696(2)</td>
<td>-3.695</td>
<td>1.000</td>
</tr>
<tr>
<td>10</td>
<td>-3.700</td>
<td>0</td>
<td>-3.675(5)</td>
<td>-3.671</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>-3.697(2)</td>
<td>-3.697</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>-3.698(2)</td>
<td>-3.698</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Table 7.1: Results for 3 atoms in a \( 9 \times 9 \) lattice, with finite on-site interaction \( U/J = 10 \). The energy per atom is given in units of \( J \). The exact energy and the overlap are found by rebuilding the wave function using the minimised correlator elements. \( \nu_{\text{ave}} = 0.24 \) corresponds to \( \nu_{\text{eff}} = 0.5 \). At \( \nu_{\text{eff}} = 0.5 \), the Laughlin wave function has energy per atom -3.106\( J \), and the overlap of the ground state with the Laughlin wave function is 0.990.

For comparing results with the exact case, we rebuild the full many-body wave function using the correlators according to equation (7.3). We calculate the exact energy for comparison with the energy estimated from Monte Carlo sampling, as well as the overlap with the ground state determined from an exact diagonalisation of the Hamiltonian. Note that we cannot estimate an overlap with the CPS representation using sampling, as the calculation does not assume any knowledge of the normalisation of the wave function.

As well as considering a filling factor \( \nu_{\text{ave}} \) where we expect a good overlap with the Laughlin wave function, we also consider larger filling factors, so
we can compare how well the correlator product description works outside of the strongly correlated regime. The results are summarised in Table 7.1.

When the ground state of the system is a strongly correlated state (i.e. at $\nu_{\text{ave}} = 0.24$), we see that the overlap is zero for $\Delta r_{\text{max}} = 0$, and that the CPS representation becomes a good description of the system as the number of correlators is increased. However even using bonds up to a distance of 6 sites in a $9 \times 9$ system leads to a poor overlap. This suggests that the Laughlin state, being a highly entangled state, requires very long range correlators for an accurate description. As the filling factor is increased, we see that the system can now be very well described by short-range correlators, indicating that the system is no longer in a strongly correlated state. The product state ($d_{\text{max}} = 0$) is also a good representation of the ground state in this regime, although even for the largest filling factor it does not provide as good a description as the CPS with short-range bonds since it entirely neglects correlations.

We also look at minimising the energy for a large system that cannot be solved exactly. We consider the case of ten atoms in a $15 \times 15$ lattice. As before, we allow any configuration in the full Hilbert space i.e. up to ten atoms on a single site, and take $U/J = 10$. For these parameters, $\nu_{\text{ave}} = 0.33$ to give $\nu_{\text{eff}} = 1/2$, and $\alpha = 0.151$ so the Laughlin wave function should still be a good description of the state.

![Figure 7.4: Density and correlation function of the Laughlin state for ten atoms in a $15 \times 15$ lattice found by sampling the CPS representation of the Laughlin wave function. $r_0$ is the central lattice site. For these parameters $\ell_B = 1.03d$.](image)

We first calculate the density, $g_2$ correlation function and energy of the Laughlin state using the correlators given in equation (7.3) for comparison
with the estimated ground state, where the \( g_2 \) correlation function is given by

\[
g_2(r, r') = \frac{\langle a_r^\dagger a_{r'}^\dagger a_r a_{r'} \rangle}{\langle a_r a_r \rangle \langle a_{r'} a_{r'} \rangle}
\]

(7.6)

\[
= \frac{\langle a_r^\dagger a_{r'}^\dagger a_r a_{r'} \rangle - \delta_{rr'} \langle a_r^\dagger a_r \rangle}{\langle a_r a_r \rangle \langle a_{r'} a_{r'} \rangle}.
\]

(7.7)

The energy is found to be \(-3.15(1)\,J\) per atom, and the density and \( g_2 \) correlation function are shown in Figure 7.4. For these plots, there are \( FN \) sweeps and a single sample, with \( F = 10^7 \). As expected, the density shows a small flat central region with density \( \rho = \alpha \nu_{\text{eff}} / d^2 = 1/4\pi \ell_B^2 \), with an edge region that is a small multiple of the magnetic length. The \( g_2 \) correlation function shows that there is zero probability of finding two atoms at the same point. There is a small ridge around \(|r - r_0| = \ell_B \sqrt{\pi}\) consistent with the uniform density of the cloud.

We then minimise the energy, using different values of \( d_{\text{max}} \) as we did for the small system. The results after a single run of the minimisation routine with \( F_0 = 50, G_0 = 10, \delta_0 = 0.001 \) and \( \eta = 0.75 \) are shown in Figure 7.5 for \( \nu_{\text{ave}} = 0.33 \) and in Figure 7.6 for \( \nu_{\text{ave}} = 10 \). The minimisation routine was run for the same time for each type of correlator, and the estimated energy is plotted as a function of scaled iteration number. Also shown are the \( g_2 \) correlation function and the density for each value of \( d_{\text{max}} \).

For \( \nu_{\text{ave}} = 0.33 \) we see a large difference in the final energy as a function of \( d_{\text{max}} \). When \( d_{\text{max}} = 22 \) (the size required to cover every pair of sites in the system) the final energy is the same as the energy of the Laughlin state (within the error). For \( d_{\text{max}} = 17 \) we see the final energy is also close to the energy of the Laughlin state. We see a small departure for the shorter range correlators, and a very large difference for a simple product state. The plot also highlights that for the product and short range correlators we did not start with an initial state close to the ground state (best convergence was achieved with a uniform initial state), whereas we were able to do so with the longer range correlators by using the Laughlin CPS representation as an initial state.

The minimum energy found is consistent with the expectation value of \( g_2 \) for each value of \( d_{\text{max}} \): the two longest range correlators show the dependence we would expect for a Laughlin state, while the short range and product correlators show a non-zero probability of two atoms being found on the same site. The density plots for \( d_{\text{max}} = 0, 6, 11 \) have a strange profile, and it is not clear to what extent this results from the correlators themselves being
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Figure 7.5: (a) Energy minimisation, (b) correlation function and (c) density of a ten atom correlator product state at $\nu_{\text{ave}} = 0.33$ ($\nu_{\text{eff}} = 1/2$) in a $15 \times 15$ lattice, for different correlator bond lengths. Note that the density plots are not all shown at the same colour scale, and the plots are scaled relative to a maximum density $\rho d^2$ of (i) 0.37; (ii) and (iii) 0.13; (iv) and (v) 0.10.

unable to describe the ground state, or imperfect minimisation resulting in the system getting stuck in a local minimum (the density profiles for the small system show similar behaviour for product and short range correlators). The density found using correlators with $d_{\text{max}} = 17$ is approaching the density we would expect for the ground state (and that for $d_{\text{max}} = 22$) although there are still noticeable differences.

For $\nu_{\text{ave}} = 10$, we see that all the correlators with $d_{\text{max}} \neq 0$ have similar density profiles, $g_2$ correlation functions and minimised energies. For $d_{\text{max}} = 0$ there is a small energy difference (note the difference in the energy scale between Figures 7.5 and 7.6), but the density and $g_2$ correlation function are qualitatively the same. This is what we would expect when the atoms no longer form a state with long-range correlations.
Further work

Figure 7.6: (a) Energy minimisation, (b) correlation function and (c) density of a ten atom correlator product state at $\nu_{\text{ave}} = 10$ in a $15 \times 15$ lattice, for different correlator bond lengths. The density plots are scaled relative to a maximum density $\rho d^2$ of 0.105

7.5 Further work

We have investigated the CPS representation of the ground state for large systems in an optical lattice subject to an artificial magnetic field. Although the system sizes treated are not comparable to realistic experimental sizes, we expect to be able to treat larger systems with optimised code. To our knowledge these are the largest system sizes for which ground state calculations have been carried out in this regime. To represent FQH states with PEPS would require a very large bond dimension, and it is unlikely that systems of this size could be reached.

Our calculations have shown that at $\nu_{\text{eff}} = 1/2$, correlators between all sites are needed to accurately represent the ground state. We have encountered complexities in finding the ground state, which are reduced if an appropriate initial state is chosen. Thus improved estimates may be obtained by trying different forms of starting state other than the random, uniform or Laughlin state correlators used here.
These preliminary results are promising, however many questions remain about how well the CPS representation describes FQH states in optical lattices. We have concentrated on calculations in the low field regime $\alpha < 0.2$, and it would be interesting to see whether this method can be adapted to yield accurate results in the high field regime [96, 121] where the Laughlin wave function is no longer a good description of the ground state. We have carried out calculations in small systems following the method given above for states with $\alpha \sim 0.5$ and have been unable minimise to the ground state energy. However, given the flexibility available for the types of correlators we can use, it can be investigated whether different correlator types (such as plaquettes) represent the high $\alpha$ states more accurately. We have also only considered the $\nu_{\text{eff}} = 1/2$ FQH state. It could be investigated whether the higher density FQH states can be represented by correlator product states, and if so the transition from a vortex lattice to the FQH regime could then be investigated in large systems with the numerical methods presented here.
Chapter 8

Summary and conclusions

In this thesis we have experimentally and theoretically investigated systems of ultracold atoms in optical lattices for simulating condensed matter systems.

8.1 Summary of results

We demonstrated the first use of an optical lattice with dynamically variable periodicity for expanding the optical lattice whilst keeping the atoms trapped. This system can be used to perform quantum simulation experiments at a lattice spacing smaller than the resolution of the imaging system, and then ‘magnify’ the system for single-site detection. We found that the optical lattice spacing could be varied from 2.2 to 5.5 µm in a few milliseconds whilst the atoms remained trapped.

We also analysed experimental results obtained from the rotating optical lattice with many hundreds of atoms per lattice site. In these experiments, when the optical lattice potential was deep the system was analogous to two-dimensional Josephson-junction array in a magnetic field. We solved the time-dependent GPE in the rotating frame to illustrate the new method for vortex nucleation demonstrated in the experiment. We also investigated numerically rotation above the harmonic trapping frequency in deep lattices, and found evidence for self trapping of the condensate which prevented the atoms being lost from the trap.

We investigated a recently proposed method that could be used to efficiently numerically describe strongly correlated states [134, 135], so-called correlator product states (CPS), where we calculated the ground state using a stochastic minimisation technique [152, 153]. We first applied this description to the two-dimensional quantum Ising model in a transverse magnetic
field. We compared the results obtained using correlator product states with exactly found results for a $6 \times 6$ system and found good agreement when larger CPS were used. We were able to describe the essential features of the model in up to a $51 \times 51$ system using small plaquette correlators. We then investigated the use of different CPS types in $31 \times 31$ system and found that larger CPS were able to describe the long-range correlations present around the transition point. We found that far from the transition point short range CPS were able to describe the ground state to a similar degree of accuracy as longer range CPS.

We then applied the correlator product state description to the Bose-Hubbard Hamiltonian in a magnetic field, in the regime in which FQH states are predicted to occur, motivated by the fact that the Laughlin wave function has an exact correlator product state representation. We first outlined exact diagonalisation calculations carried out in a disk geometry where the Laughlin wave function was found to be a good description of the ground state. We then compared the exactly found ground state with the ground state found by stochastic minimisation of different sized CPS. We found that correlators between every pair of sites in the system were required to accurately describe the ground state when the Laughlin wave function was a good description. However at lower magnetic fields we found that the ground state could be described well with short range CPS. We then applied the method to a system consisting of ten atoms in a $15 \times 15$ system, which is much larger than the systems that can be solved exactly. Similarly to the small system size, we found that short range CPS could not describe the ground state of the system in the strongly correlated regime, although a correlator range of around 75% of the maximum site separation in the system could reproduce the essential features of the ground state.

8.2 Future prospects

In any future optical lattice experiments it would be preferable to move to a system with a smaller lattice periodicity, to allow us to reach the strongly correlated regime where the site filling is of order one. This could be achieved by using a higher numerical aperture lens and/or a blue-detuned optical lattice. Fluorescence imaging in combination with the accordion lattice could be employed to allow single-atom imaging of these strongly correlated regimes. However, as discussed in Chapter 4, reaching the FQH regime in a rotating optical lattice requires some challenging constraints to be met.

The next step after observation of FQH states in an optical lattice (for example by measurement of the two-point correlation function), would be
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detection of fractionally charged excitations. It has been proposed that the 1/2-statistics of excitations of the Laughlin state could be created and manipulated using focussed lasers [170]. Looking even further into the future, some of the higher density FQH states (e.g. the \( \nu = 3/2 \) Read-Rezayi state) are predicted to support non-Abelian statistics, and there are proposals to use these for topological quantum computation [171]. These systems would form intrinsically fault-tolerant quantum computers as they are not affected by local noise.

The flexible optical lattice could be modified to realise different types of model Hamiltonians. A rotating triangular lattice could be generated using three AODs mounted at 120° to one another, each AOD generating a beam that rotates around the optical lattice in the same way as with the current arrangement. The AODs could then be driven with the same RF signal, to ensure that the frequencies applied to the AODs are in phase with one another, and thus that the lattice beams have the same frequency and so interfere with one another. The optical lattice beams could also be controlled to provide different types of dynamic Hamiltonian, such as ‘shaking’ the optical lattice potential as described in section 3.2.3 which can be used to control both the magnitude and sign of the tunnelling term. Elliptical acceleration of a triangular optical lattice has been proposed for modelling frustrated antiferromagnets using spinless bosons [172]. For certain parameters these can realise a gapped spin liquid phase, which may also be a candidate for topological quantum computing.

The results from the CPS calculations are very promising, and there are still many questions to be explored. Given the flexibility with which correlator product states can be arranged, they are ideally suited to comparing the behaviour of systems in different lattice geometries. The work on representing the FQH states in optical lattices with correlator product states is encouraging and it will be interesting to see to what extent these states can represent states other than the continuum Laughlin state. A deterministic method for calculating the CPS ground state has been proposed [150]. This method relies on the fact that a correlator on a given site will only affect a small subset of the remaining sites in the lattice, so it is not suitable for representing FQH states. However it could be useful for other systems, for example for exploring the superfluid to Mott insulator transition in two-dimensional systems.

In terms of the next steps in quantum simulation, there has been a lot of work in preparing quantum gases of ground-state polar molecules with strong electric dipole moments [173]. When loaded into optical lattices, the long-range dipolar interactions can be used to realise a much larger variety of condensed matter models than can realised with ultracold atoms. For
example, it has been predicted that polar molecules in optical lattices can be used to realise Mott Insulator phases at rational fillings and supersolid phases [174, 175]. The larger spin-spin coupling achievable with cold polar molecules would also lead to a more robust implementation of spin models than that mediated by the spin exchange coupling for atoms described in section 1.3.2, and in [176] it was proposed how a complete toolbox for effective two-spin interactions with tuneable range, spatial anisotropy and large coupling strengths could be realised using polar molecules in optical lattices. There are also many interesting possibilities to perform simulation experiments even without optical lattices. A 2D gas of fermionic molecules can also be used to realise $p$-wave superfluids [177] which have topological properties related to those of the FQH states.

Quantum simulation is a flourishing area, and the tools that are being developed will be able to investigate strongly correlated states in new ways.
Appendix A

Atomic transitions in $^{87}\text{Rb}$

Figure A.1 illustrates the hyperfine structure of the ground and first excited states in $^{87}\text{Rb}$.

The light for laser cooling is frequency detuned by $\Delta = -15$ MHz below the $F = 2 - F' = 3$ transition. There is a 0.4% probability that the laser cooling light will also excite atoms to the $F' = 2$ hyperfine level, from which they can decay to the $F = 1$ hyperfine level and be lost from the cooling cycle. The repumping light excites these atoms back to the $F' = 2$ level, forming a closed cycling transition.

The optical pumping beam is $\sigma^-$ polarised with respect to a quantisation axis provided by the small bias field one of the shim coil pairs, and transfers atoms to the low-field seeking $F = 1, m_F = -1$ Zeeman sub-level for magnetic trapping. For imaging the atoms, the repumping beam is first applied to transfer atoms back to the $F = 2$ hyperfine level, before the probing beam is applied.
Figure A.1: Hyperfine levels of the ground and first excited states in $^{87}\text{Rb}$, and the transitions used for during the experimental sequence.
Appendix B

The time-splitting spectral method

For simulations of atoms in the optical lattice in the mean-field regime where there are several hundred atoms per lattice site, we solve the time dependent GPE numerically using the time-splitting spectral method.

B.1 Stationary optical lattice

For a non-rotating optical lattice potential $V_L$, we solve the time-dependent GPE in the lab frame following the procedure outlined in [178]. The dimensionless time-dependent GPE is given by

$$i \frac{\partial}{\partial t} \tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}) = \left[ \frac{1}{2} (\tilde{p}_x^2 + \tilde{p}_y^2) + \frac{1}{2} (\tilde{x}^2 + \tilde{y}^2) + \tilde{V}(\tilde{t}) + \beta |\tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t})|^2 \right] \tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}),$$

(B.1)

where we have assumed that the axial motion is frozen out. The dimensionless units are given in terms of the radial harmonic trapping frequency $\omega_r$. 
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and the radial magnetic length \( a_r = \sqrt{\hbar/M\omega_r} \) as:

\[
\begin{align*}
(x, y) &= \frac{a_r}{(\tilde{p}_x, \tilde{p}_y)} = (p_x, p_y)a_r/\hbar, \\
\tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}) &= a_{\omega_r}\psi(x, y, t), \quad \text{so that} \quad \int |\tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t})|^2 \, d\tilde{x}d\tilde{y} = 1, \\
\tilde{V}(\tilde{x}, \tilde{y}, \tilde{t}) &= \frac{V_L(x, y, \tilde{t})}{\hbar\omega_r}.
\end{align*}
\]

The two-dimensional interaction parameter \( \beta \) is given by \( \sqrt{8\pi a_s N/a_z} \) in the weakly interacting regime (by assuming a Gaussian profile in the axial direction), and by \( \frac{\sqrt{2}}{\hbar}(g_N\omega_z/a_z^3\hbar\omega_r^3)^{\frac{1}{8}}(4\pi/15)^{\frac{1}{8}} \) in the strongly interacting regime (by assuming a Thomas-Fermi distribution). In our calculations, we take \( \beta \) as a constant for the entire routine, however note that this is not entirely accurate, since the axial extent of the cloud will change as the optical lattice is ramped up due to the increased interaction energy. For our experimental parameters, using the expression for the strongly interacting case, \( \beta \approx 1000 \), and it will vary depending on the lattice depth, axial trapping frequency and number of atoms.

To solve equation (B.1), we split the Hamiltonian in two parts: those that are diagonal in the momentum, and those that are diagonal in the position. We solve the time evolution in between time \( t_n \) and \( t_n + \Delta t \) in the steps:

\[
i\frac{\partial}{\partial \tilde{t}} \tilde{\psi}(\tilde{\rho}_x, \tilde{\rho}_y, \tilde{t}) = \frac{1}{2}(\tilde{\rho}_x^2 + \tilde{\rho}_y^2) \tilde{\psi}(\tilde{\rho}_x, \tilde{\rho}_y, \tilde{t}),
\]

between \( t_n \) and \( t_n + \Delta t/2 \); and

\[
i\frac{\partial}{\partial \tilde{t}} \tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}) = \left[ \frac{1}{2}(\tilde{x}^2 + \tilde{y}^2) + \tilde{V}(\tilde{t}) + \beta |\tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}_n)|^2 \right] \tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t})
\]

between \( t_n \) and \( t_n + \Delta t \); and

\[
i\frac{\partial}{\partial \tilde{t}} \tilde{\psi}(\tilde{\rho}_x, \tilde{\rho}_y, \tilde{t}) = \frac{1}{2}(\tilde{\rho}_x^2 + \tilde{\rho}_y^2) \tilde{\psi}(\tilde{\rho}_x, \tilde{\rho}_y, \tilde{t})
\]

between \( t_n + \Delta t/2 \) and \( t_n + \Delta t \). \( \tilde{\psi}(\tilde{\rho}_x, \tilde{\rho}_y, \tilde{t}) \) is the momentum space representation of \( \tilde{\psi}(\tilde{x}, \tilde{y}, \tilde{t}) \). Each step of the evolution can thus be integrated exactly,
and using a half-step scheme reduces the error associated with the splitting to $\Delta_t^3$. In our calculations, we use the MATLAB Fast Fourier Transform (FFT) to find $\tilde{\psi}(\hat{p}_x, \hat{p}_y, \hat{t})$.

### B.2 Rotating optical lattice

When moving to the rotating frame, we subtract $\Omega L_z$ from the Hamiltonian, which contains cross terms of the position and momentum. This means we can no longer apply the same splitting method as was used above. We follow the procedure outlined in [179] to evolve the wave function. The dimensionless time-dependent GPE in the rotating frame is given by

$$i \frac{\partial}{\partial \hat{t}} \tilde{\psi}(\hat{x}, \hat{y}, \hat{t}) = \left[ \frac{\hat{p}_x^2 + \hat{p}_y^2}{2} + \tilde{\Omega}(\hat{y}\hat{p}_x - \hat{x}\hat{p}_y) + \frac{\hat{x}^2 + \hat{y}^2}{2} + \tilde{V}(\hat{t}) + \beta |\psi(\hat{x}, \hat{y}, \hat{t})|^2 \right] \tilde{\psi}(\hat{x}, \hat{y}, \hat{t}),$$

(B.2)

where $\tilde{\Omega}$ is the scaled rotation frequency $\Omega/\omega_r$. To solve equation (B.2) we transform into $x$-momentum space and $y$-momentum space in separate steps by solving:

$$i \frac{\partial}{\partial \hat{t}} \tilde{\psi}(\hat{p}_x, \hat{y}, \hat{t}) = \frac{1}{2}(\hat{p}_x^2 + \tilde{\Omega}\hat{y}\hat{p}_x) \tilde{\psi}(\hat{p}_x, \hat{y}, \hat{t}),$$

between $t_n$ and $t_n + \Delta t/2$;

$$i \frac{\partial}{\partial \hat{t}} \tilde{\psi}(\hat{x}, \hat{p}_y, \hat{t}) = \frac{1}{2}(\hat{p}_y^2 - \tilde{\Omega}\hat{x}\hat{p}_y) \tilde{\psi}(\hat{x}, \hat{p}_y, \hat{t}),$$

between $t_n$ and $t_n + \Delta t/2$;

$$i \frac{\partial}{\partial \hat{t}} \tilde{\psi}(\hat{x}, \hat{y}, \hat{t}) = \left[ \frac{1}{2}(\hat{x}^2 + \hat{y}^2) + \tilde{V}(\hat{t}) + \beta |\psi(\hat{x}, \hat{y}, \tilde{t}_n)|^2 \right] \tilde{\psi}(\hat{x}, \hat{y}, \hat{t})$$

between $t_n$ and $t_n + \Delta t$;

$$i \frac{\partial}{\partial \hat{t}} \tilde{\psi}(\hat{p}_x, \hat{y}, \hat{t}) = \frac{1}{2}(\hat{p}_x^2 + \tilde{\Omega}\hat{y}\hat{p}_x) \tilde{\psi}(\hat{p}_x, \hat{y}, \hat{t}),$$
between $t_n + \Delta t/2$ and $t_n + \Delta t$; and

$$i \frac{\partial}{\partial t} \hat{\psi}(\tilde{x}, \tilde{p}_y, \tilde{t}) = \frac{1}{2} (\tilde{p}_y^2 - \tilde{\Omega} \tilde{x} \tilde{p}_y) \hat{\psi}(\tilde{x}, \tilde{p}_y, \tilde{t}),$$

between $t_n + \Delta t/2$ and $t_n + \Delta t$. As before, each step of the evolution can be integrated exactly.
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