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Chapter 1

Abstract

Geoengineering has attracted large attention over recent years as to being a possible

way to ameliorate some of the effects of climate change. One of these proposals,

involving injecting sulphate aerosols into the stratosphere in order to cool Earth’s

temperatures back to pre-industrial levels, has been assessed as one of the leading

geoengineering proposals. Despite this, large uncertainties remain, in both the phys-

ical and social sciences. Small scale trials of sulphate aerosol injection are not seen

as ways to provide large amounts of useful data to inform on the climatic response

to stratospheric sulphate aerosol loading (whilst also facing many social and ethical

barriers). Large scale trials involving injecting amounts of aerosol more comparable

to what would be required to cool the Earth’s temperature back to pre-industrial

levels are viewed as too risky.

Assessments of the climatic effects of sulphate aerosol geoengineering by the scien-

tific community therefore have largely relied on climate modelling studies. We begin

this thesis by reviewing sulphate aerosol geoengineering and the modelling studies that

have been conducted to date. We then look to nature’s analogue, a large explosive

volcanic eruption to assess the accuracy if we were to perform our own geoengineering

modelling studies. When a volcano erupts it can inject large amounts of sulphate gas

into the stratosphere, which then undergo conversion to form sulphate aerosol, cool-

ing the Earth in a way analogous to sulphate aerosol geoengineering. We assess the

climatic response to a volcanic eruption and the current ability of climate models to

simulate the observed response to volcanic eruptions. The ability of the climate mod-

els submitted to the Coupled Model Intercomparison Project 5 (CMIP5) database is
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assessed, with a particular focus on dynamical changes in the Northern Hemisphere

winter period. These models fail to capture the observed NH dynamical response

following eruptions, which is of concern for the accuracy of geoengineering modeling

studies that assess the atmospheric response to sulphate aerosol geoengineering.

We then perform simulations of volcanic eruptions with high-top and low-top

configurations of HadGEM2-cc, also changing the distribution of the sulphate aerosol

implemented in the model. We find the high-top version of HadGEM2-cc gives a

markedly improved and statistically significant different post-volcanic winter dynam-

ical simulation to its low-top counterpart, and that the post-winter dynamical sim-

ulation in the high-top model agrees with the observed response following volcanic

eruptions. We analyse the mechanisms involved in the dynamical changes and con-

clude that for a simulation to include the full range of feedbacks of sulphate aerosol

geoengineering one must use a high-top model capable of capturing the observed

dynamical changes to volcanic eruptions. In accord, we conclude by conducting anal-

ysis of simulations of sulphate aerosol geoengineering in the high-top configuration of

HadGEM2-cc.

Finally, we summarise the project, and assess future work which involving a large

host of projects such as incorporating fully interactive chemistry climate models into

modelling of volcanic eruptions and sulphate aerosol geoengineering, the modelled and

observed arctic summer sea ice response to volcanic eruptions as verification for the

modelling studies assessing the impacts of sulphate aerosol geoengineering on sea ice,

the monsoon response to volcanic eruptions, changes in the intertropical convergence

zone under hemispherically asymmetric volcanic eruptions, and so on.
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Chapter 2

Introduction and motivation,
background literature

Geoengineering, defined as “the deliberate large scale intervention in the Earth’s

climate system in order to moderate global warming” (Shepherd et al., 2009), has

attracted much attention over recent years as a possible solution to avert dangerous

anthropogenic climate change (e.g. Wigley, 2006, Crutzen, 2006). Rasch et al. (2008)

point out that the reducing fossil fuel emissions to avoid undesirable impacts from

climate change requires transformation of technolgical systems on scales that are

unprecented, and therefore many suggestions of alternative ways to combat climate

change have been proposed (see, e.g., Shepherd et al. (2009) and references therein).

Many types of geoengineering methods have been proposed (see Shepherd et al. (2009)

for a comprehensive introduction). These fit into two categories: Solar Radiation

Management (SRM) techniques and Carbon Dioxide Removal (CDR) techniques.

SRM techniques aim to reduce the global mean temperature of the Earth by chang-

ing the earth’s global annual mean energy budget (see figure 1.1). This is achieved

by scattering a small fraction of the incoming solar radiation back to space. CDR

techniques, on the other hand, aim to reduce the levels of Carbon in the atmosphere

by actively removing carbon dioxide from the atmosphere and thus reducing the

greenhouse gas radiative forcing. Examples of SRM techniques include increasing the

surface reflectivity of the planet through painting roofs or placing reflective materials

over large areas of desert, enhancement of marine cloud reflectivity, injecting sulphate

aerosols into the lower stratosphere, and placing shields or deflectors in space, whilst
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examples of CDR techniques include afforestation, biomass/biofuels with carbon se-

questration, biochar, enhanced weathering, and ocean fertilisation (Shepherd et al.

(2009)).

As CDR methods reduce the amount of carbon dioxide in the atmosphere, they

deal directly with the source of increased radiative forcing and climate change. There-

fore, they address other effects of climate change, such as ocean acidity, which SRM

techniques cannot address in solely reducing atmospheric temperatures. CDR tech-

niques may therefore seem to be the most appropriate. However, CDR techniques

currently act on much slower timescales. The size of industry required, cost and prob-

lems with scalibility from lab to real world, due to the state of the engineering mean

that they are not read for implementation as a viable alternative to mitigitation and

adaptation, and in the time taken to develop these technologies sufficient economic

and ecological damage may incur (Shepherd et al. (2009)). SRM techniques have

therefore generated a substantial amount of focus (Mercer et al. (2011)) and are now

being investigated (e.g. Robock (2008), Robock (2009), Kravitz (2011), Ricke et al.

(2010), Ricke et al. (2011), Irvine (2011), Anti-Llari (2012)). Some SRM techniques

have the advantage over that the technology exists such that they can be implemented

to full capacity within a few years. Then, they would have very quick impacts on the

climate, being able to reduce global average temperature almost immediately (e.g.

Kravitz et al. (2013)), so they possess a certain advantage over CDR methods (Shep-

herd et al., 2009). They are also much cheaper to implement than CDR technologies

(e.g. Shepherd et al. (2009), Goes et al. (2012), Davidson et al. (2012), McCellan et

al. (2012)) and so have therefore been raised as a luring alternative to more expen-

sive options of CDR, and also mitigation and adaptation. A number of other possible

benefits to SRM techniques have been suggested which have raised interest in them,

such as possibly prevent the Earth’s climate system from passing some tipping points

(Irvine et al. 2010). However, many negatives have also been noted (e.g. Robock et

al. (2009)), and uncertainty associated with SRM techniques are high. As has been

noted, geoengineering is in its infancy (Gadian et al. (2012)), and there is a need

to understand the climate impacts of these schemes before ever being implemented

(Shepherd et al. (2009)).
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Figure 2.1: The Earth’s Global Annual Mean Energy Budget (Kiehl and Trenberth
(1997))

Although some voices have either suggested real world experiments to understand

the impacts of SRM to be an issue of immediate importance (Victor et al. (2013)), or

at least something to strongly consider (Parson and Keith (2013)), many consider this

a poor idea (e.g. Robock (2008)). Small perturbations to the climate system would

likely require implementation for many years to understand the climate response to

this perturbation and whilst progressively larger experiments require less time in

order to obtain a clear signal, it is not clear whether any sufficiently large but safe

amount of experimentation exists - especially because to know if it is more or less

safe one must know to a good extent the effects. Moreover, a number of other social

complications and ethical issues exist around the idea of doing real world experiments

(e.g. Hamilton et al. (2013)). Therefore, climate modelling studies have been seen

as a viable alternative to assessing the impact of sulphate aerosol geoengineering.

Correspondingly, there has been a vastly increasing amount of solar radiation

management modelling studies being conducted over the past few years (Mercer et

al. (2011)). Early modelling results suggest a mixture of possible benefits and dam-

ages from stratospheric aerosol geoengineering. Studies have demonstrated that sul-

phate aerosol geoengineering is an effective way at cooling global temperatures back

to pre-industrial levels (e.g. Robock et al. (2008), Rasch et al. (2008), Jones et al.

(2010), Ammann et al. (2010), McCusker et al. (2012), Kravitz et al. (personal

communcation/submitted)). Reducing incoming solar radiation also impacts upon
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precipitation, with numerous modelling studies all demonstrating a decrease in pre-

cipitation following implementation of sulphate aerosol geoengineering (e.g. Irvine

et al. (2009), Ricke et al. (2010), Jones et al. (2010), Ricke et al. (2011), Volodin

et al. (2011), MacMynowski et al. (2012), Kravitz et al. ((personal communca-

tion/submitted)) - such a result is understood easily from simple considerations of

the surface energy budget analysis and so likely to be robust (Bala et al. (2008)).

The reduced incoming solar radiation has also shown it is possible to affect sea

level rise (Moore et al. (2010)). Moore et al. (2010) pointed out that damages

from sea level rise from climate change could cost a staggering 10% of projected

global gross world product (GWP) in the 2070’s, and that geoengineering via sul-

phate aerosol injection similar to experiencing one Mount Pinatubo eruption every

18 months (injection that would deliver a constant 4Wm−2 reduction in radiative

forcing), could delay sea level rise by 40-80 years when assessing emissions scenarios

RCP 3PD, RCP4.5 and RCP8.5 using a simple linear model incorporating effects such

as radiative forcing and sea level, but neglecting possibly important feedbacks from

ice sheets, and atmospheric dynamics. Irvine et al. (2009) perform simulations in

HadCM3L of a sunshade world as an analogy to sulphate aerosol geoengineering, and

they conclude that the Greenland Ice sheet can be restored in a four times CO2 world

through the reduction of the solar constant by 57Wm−2 relative to pre-industrial

times (a reduction of 4.2

Sulphate aerosol geoengineering, therefore whilst showing promise at reducing

some of the impacts of climate change, are not without bad side effects. Robock et

al. (2009), note that would cause a reduction of the ozone in the stratosphere, al-

though Wigley (2006) points out that if stratospheric chlorine levels were to drop as

expected then this effect would be reduced relative to ozone loss from stratospheric

aerosols today, Tilmes et al. (2008) performed simulations of sulphate aerosol geo-

engineering using the Whole Atmosphere Chemistry Climate Model 3 estimated that

ozone loss from sulphate aerosol geoengineering to be around at least 60 to 80 Dobson

Units (DU) for 75% of all winters, with loss being possibly as high as 150 DU under

future sulfate aerosol geoengineering scenarios, and they find that the recovery of the
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Antarctic ozone hole could be delayed by between 30 and 70 years, indicating large

and unintended severe effects from sulphate aerosol geoengineering.

Another major issue for sulphate aerosol geoengineering, is that the reductions

in global temperature and precipitation are not expected to be uniform. Ricke et

al. (2010) show from simulations of future emissions scenarios that include sulphate

aerosol geoengineering, the amount of aerosol needed to return China to within one

standard deviation of their pre-industrial temperature in 2070 would not be the same

as that for India. Rasch et al. (2008) concluded and concluded that sulphate aerosol

geoengineering would not be able to compensate for changes in temperature and

rainfall equally across the globe. Irvine et al. (2012) also pointed to tensions due

to the possible desired difference in amount of reflected solar radiation for any given

country, and particularly that those countries requiring to keep sea level rise to a

minimum would require aggressive geoengineering whilst those wishing to keep sur-

face temperature change to a minimum would require much less geoengineering. The

non-uniformity of effects has motivated the studies of possible ‘optimisation’ of strato-

spheric aerosol geoengineering, by implementing aerosol profiles that vary in latitude

and in time. The first study on optimisation of stratospheric study was Ban-Weiss

and Caldeira (2010). Using the NCAR CAM3.1 model, they first perform a variety

of geoengineering simulations with different aerosol profiles. Then they use an op-

timisation model to predict aerosol profiles most suited to reducing the root mean

squared error in zonal average temperature and zonal average precipitation minus

evaporation. They conclude that aerosol profiles can be found that result in similar

current climate conditions, however the aerosol profiles to minimise temperature and

precipitation minus evaporation are different. MacMartin et al. (2012) perform nu-

merous different experiments involving varying solar constant both in latitude and in

season. Using HadCM3L they explore the effects of a non-uniform reduction in solar

constant on Northern Hemisphere September sea ice extent, precipitation and surface

temperature. They conclude that a non-uniform sunshade can achieve benefits such

as reducing long term changes in the Northern Hemisphere Sea Ice extent, whilst

still being able to reduce impacts globally. They summarise that decisions on geo-

engineering do not, therefore, need to be reduce to the single decision of the “global
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thermostat”.

Despite this, many of these studies should be treated with caution. Often models

just impose aerosol, or make the solar constant a variable in latitude and time to

represent the effects of a varying aerosol profile. Whether these profiles are at all

feasible is not clear. In the following chapter we discuss volcanic influence on climate,

and numerous dynamical aspects of the atmosphere, such as the Brewer-Dobson cir-

culation, and the Quasi-Biennial Oscillation, which affect where the aerosol is moved

around in the stratosphere (e.g. Aquila et al. (2012)). Also the amount of aerosol

that could be put into the stratosphere is unclear. Timmreck et al. (2010), noted a

self-limiting effect of supervolcanoes, with the more sulphate injected into the strato-

sphere, the larger the particles due to larger amounts of coagulation, and therefore

more rapid fallout. Similarly, in a modelling study, Hommel and Graf (2010) con-

clude that sedimentation to due aerosol sizes may act to impose a natural limit on the

ability of sulphate aerosols geoengineering proposals to reach their acheived cooling

target. These effects are not included in the optimisation studies above.

The effect of geoengineering on the biosphere is also uncertain. Increased levels

of diffuse light over scattered light With increasing CO2, photosynthesis levels and

CO2 uptake levels (with stabilising temperatures) Govindasamy et al. (2002) saw

an increase in Net Primary Productivity (NPP). However, it must be noted that

their studies were very simplified. Rasch et al. (2008) note that although ecosystems

can survive occasional volcanic eruptions, their future under stratospheric aerosol

geoengineering is unclear.

Haywood et al. (2013) note from observations and a small modelling study that

asymmetric volcanic eruptions have caused, in part, Sahelian drought by shifting

the position of the ITCZ. Aerosol injected as part of a geoengineering method that

is lofted around to be hemispherically non-uniform in the stratosphere could have

very serious implications for the climate and livelihood of many people. They note

that the Sahelian drought of the 1970s-1990s was one of the largest humanitarian

disasters of the past 50 years, causing up to 250,000 deaths and creating 10 million

refugees. Robock et al. (2009) note that whilst having a general cooling effect and
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so delaying sea level rise and so on, geoengineering could have very large and near-

immediate effects on African and Asian precipitation, with effects on reducing the

Indian monsoon being something noted from modelling studies (Robock et al. (2008)).

Another major problem is that of the termination effect. It is likely that if started

geoengineering would need to continue for hundreds, if not thousands of years. This

then leaves the possibility that during this time, geoengineering may be stopped. The

rapid loss of aerosols from the atmosphere masking the effects of the fossil fuels in

the atmosphere is known as the termination effect, and is expected to lead to a rapid

increase in temperatures, which is something also confirmed in modelling studies

(Jones et al. (personal communication/in prep), McCusker et al. (submitted)). It

is of course, not something that would be chosen, but we may lose the capacity to

do continue doing so (e.g. Baum et al. (2012)), and the effects on the climate and

ecosystems would be severe.

Acid rain due to increased sulphate aerosols are not thought to be a major risk

due to stratospheric aerosol geoengineering - contributing a relatively small amount

of aerosol to the total sulphate aerosol budget when the troposphere is also included

(Rasch et al. (2008)). Kravitz et al. (2009) performed modelling studies and assessed

that the effects of increased acid rain were likely to be too small to negatively affect

most ecosystems.

Still, uncertainty remains high. Wunsch et al. (2013) points out the need for more

and better observations and better models, as in their view geoengineering proposals

must include an understanding of the influence on the climate system which retains

memories of disturbances for thousands of year. Given that we have not observed

the climate system’s variation on all important timescales, they conclude that our

understanding of the impacts of such schemes is poor. Robock (in prep/personal

communication) also point out the need for better observations of volcanic eruptions

in order to understand the full effects of geoengineering on the climate system.

A small handful of ways to increase confidence in the results of geoengineering

modellning studies have been proposed. The Geoengineering Model Intercompari-

son Project (GeoMIP, Kravitz et al. (2011)) was created in order to understand the
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variation of model responses to precisely the same experiments. With many geo-

engineering studies and effects being discussed from both different experiments, and

different models, Kravitz et al. (2011) point out that there is arguably a need to have

a standardised set of experiments to compare model responses. Jones et al. (2010)

also point out the need for many different climate models to assess the impacts of

stratospheric aerosol geoengineering before any consideration is given to practical

implementation of such proposals. The four GeoMIP experiments, G1-G4, aim to

understand the effects of sulphate aerosol geoengineering, increasing the complexity

of the experiment from a solar constant reduction in a future emissions pathway, to

full implementation of stratospheric aerosol in the model. Modelling groups around

the world have been invited to participate in conducting these experiments, and 12

state of the art models have been used to perform these simulations.

Simulations of the G1 experiment, in which models simulate the climate response

to an abrupt quadrupling of CO2 from preindustrial concentrations brought into

radiative balance via uniform insolation reduction, show an insolation reduction does

largely offset global mean surface temperature increases due to greenhouse gases but,

compared to the preindustrial climate, would leave the tropics cooler (-0.30 K) and the

poles warmer (+0.81 K) (Kravitz et al. (in prep/personal communcation)). Annual

mean precipitation minus evaporation (PE) anomalies for G1 are less than 0.2 mm

day-1 over 92

There may be some other useful ways to gauge possible impacts without model

studies. Lunt et al. (2008) note real occurences in past climate that may be of use

to discerning geoengineering impacts. The Cambrian period, 500 million years ago,

experienced a reduction in the solar constant of 57 Wm2 a 4.2% reduction and it

is likely that CO2 concentrations were higher than pre-industrial, so that in terms

of gross radiation balance, a geoengineered world could be broadly similar to the

Cambrian World. Despite this, climate modelling studies are the most often way to

assess possible effects of sulphate aerosol geoengineering.

At all times, one can go further and question the validity of the models themselves

- these studies ultimately hinge on the ability of the models themselves. As previously

8



mentioned there is a natural analogue to geoengineering of the climate with strato-

spheric sulphate aerosols: volcanic eruptions. Indeed part of the attraction sulphate

aerosol geoengineering, is because volcanoes have already injected sulphates into the

atmosphere from an eruption, it is possible to assess the effects from these natural

analogues and so sulphate aerosol geoengineering, without having to speculate or rely

solely on climate models (Rasch et al. (2008)). Wigley (2006) also states the opin-

ion that the Mount Pinatubo eruption of 1991 did not seriously disrupt the climate

system, so geoengineering with sulphate aerosols should therefore present minimal

climate risks. When the volcano Mount Pinatubo erupted in June 1991, it released

about 10 teragrams of sulphur (TgS) into the stratosphere (Stothers [1996], Bluth et

al. [1997], Andres and Kasgnoc [1998]). Whilst the Katmai eruption of 1912 was the

most explosive eruption, Mt Pinatubo injected the most sulphate into the stratosphere

of any volcanic eruption of the 20th Century (Robock, 2003). Correspondingly, in-

coming solar radiation was reduced, with a radiative forcing peak annual mean value

of -2.9 W/m2 (Wigley, 2006). The aerosol cloud reduced the net flux radiation in the

tropics by around 5-6 W/m2, and the Earth’s globally averaged surface temperature

decreased by approximately 0.3◦K for two years after the eruption, whilst the lower

tropical stratosphere increased by approximately 2-3 K because the sulphate aerosol

released by volcanoes, as well as reflecting and scattering SW radiation, is also ab-

sorbing in the LW Infra-Red and solar near-IR radiation (Stenchikov et al. (2002)).

Such a large perturbations caused many effects on the climate system, and in the

next chapter we focus on the effects of volcanic eruptions on the climate so as to

ultimately assess the reliability of performing a geoengineering modelling study.

It is this view, with geoengineering in focus, that I have first sought to understand

the climatic response to a large exposive volcanic eruption, then assessed the mod-

elled response to volcanic eruptions to understand the accuracy of my geoengineering

simulations, and finally I return at the end of the thesis to analyse a small number of

geongineering simulations.
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Chapter 3

Volcanic Eruptions and their effect
on climate

3.1 Literature Review

For a volcano to have a significant long-term impact on the climate it must inject

a sufficient amount of sulfur containing gases into the stratosphere (?). Sulphate

injected into the troposphere will get washed out in a few days, however particles

that are injected into the stratosphere can stay up in the atmosphere for one to

two years (Cole-Dai, 2010). Once in the stratosphere the sulfate gas undergoes a

chemical reaction to produce sulfate aerosol. The e-folding time of the sulfate gas to

particle conversion is typically 30-40 days (?). Sulfate aerosol scatters back to space

the incoming shortwave radiation (SW) and also absorbs solar near infrared (NIR)

radiation and upwelling long wave (LW) radiation from the surface and atmosphere

below (???). For a given mass load, the scattering of SW radiation is modulated by

the particle size distribution and as the aerosol particle size increases, scattering of

incoming SW radiation decreases (??). The decrease in incoming shortwave radiation

results in a cooling of Earth’s surface (?). The typical e-folding lifetime for tropically

injected volcanic aerosols is about 12-14 months (???), and larger particles fall out

of the stratosphere faster than smaller particles. However they can have a longer

residence time if they are injected into the tropics because of uplifting due to the

Brewer-Dobson circulation (Kravitz and Robock (2011), Budyko (1977), Stenchikov

et al. (1998)). Figure 3.1 shows some of the basic radiative and chemical effects

following a volcano eruption.
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Figure 3.1: Basic radiative and chemical impact of a volcanic eruption on the Atmo-
sphere, from Robock (2000)

Whilst the climate effect of a volcano eruption is very much dependent on latitude

(e.g. Fischer et al. (2007), Stenchikov et al. (2006)) and the time of year of the

eruption (Kravitz and Robock (2011)), with for example the Kasatochi eruption of

August 2008, the largest eruption since Mount Pinatubo in 1991, showing negligible

climate effects despite injecting 1.5 Tg of SO2 in stratosphere (due to injection too

late in the year and too high latitude to cause any major effect shortly after eruption,

and too low in magnitude and high in latitude to last into spring), and eruptions

at different latitudes showing a markedly different dynamical response (Oman et al.

(2005), Kravitz and Robock (2011)) the cooling following volcanic eruptions is a

generally robust feature.

In contrast to the surface there is heating in the lower stratosphere due to the

increase in longwave absorption in the region from the presence of aerosols. Follow-
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ing this surface cooling, and lower stratospheric heating, an important dynamical

effect occurs (see figure 3.2 for a schematic diagram), which is believed to result in

Northern Hemisphere winter surface warming over Eurasia and North America, and

cooling over Greenland and the Eastern Mediterrean (e.g. Robock and Mao (1992),

Robock (2000), Shindell et al. (2004), Fischer et al. (2007)). The increase in long-

wave absorption in the lower stratosphere causes heating as large as 3K in the case

of the 1991 Mount Pinatubo eruption (Stenchikov et al. (2002)). The warming of

the tropical lower stratosphere creates an anomalous temperature/density gradient

between the equator and poles. By thermal wind, this causes a strengthening of the

zonal winds, which results in the stratospheric polar vortex strengthening. Moreover,

reduced surface temperatures in the tropical regions reduce the meridional surface

temperature gradient, which causes a reduction in the Eliassen Palm Flux - essen-

tially, a measure of the eddy flux and momentum flux (Andrews et al. (1987)) - into

the vortex, which means that the vortex is less disturbed and thus stronger. Further,

chemical reactions which result in Ozone depletion (e.g. Telford et al. (2009)) cool

and strengthen the vortex, and the reduced temperatures cause more Ozone depletion,

creating a feedback loop. Model simulations have shown that an atmosphere with an

intentionally cooler polar stratosphere (without the increased temperature gradient

in the equatorial stratosphere), and thus stronger zonal winds, can divert wave activ-

ity equatorward which further strengthens the vortex (Borovko and Krupchatnikov

(2009)).

If the vortex is sufficiently strong, its influence can extend down to the surface,

causing a positive North Atlantic Oscillation/Arctic Oscillation. The North Atlantic

Oscillation (NAO) is an index corresponding to the difference in MSLP between the

Azores and Iceland (Rodwell et al. (1999)), and the Arctic Oscillation (AO) is defined

as the first hemispheric empirical orthogonal function (EOF) of sea level pressure vari-

ability (Stenchikov et al., 2002),. Essentially the NAO can be thought of as the AO

over the Atlantic region, with the AO previously being termed as a global extension

of the NAO (Christiansen (2008)). Positive values correspond to anomalously low

pressure over the poles, and anomalously high pressure at the midlatitudes and hence

a stronger East-West stormtrack (see figure 3.3 for a diagram of effects in positive
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Figure 3.2: Schematic diagram illustrating the proposed volcanic mechanism from
Stenchikov et al. (2002)

and negative AO phases). After large volcanic eruptions a positive phase of the AO

has been observed for the following 1 to 2 winters (Stenchikov et al. 2002), and the

stronger east-west winds cause advection of energy due to anomalous strong wind

blowing warm oceanic air overland, and this causes an anomalously warm tempera-

tures over major northern hemisphere landmasses. The effect of this changing circula-

tion can be seen in the DJF temperature anomaly following Mount Pinatubo, shown

in figure 3.4. The anomalous warming over NH land is typical for the two winters

following a tropical volcanic eruption that injects into the stratosphere (Stenchikov

et al. (2006)).

During a positive NAO the stormtracks also shift northwards, Northern Europe be-

comes warm and wet, whilst Southern Europe becomes dry (Walter and Graf (2005)).

Christiansen (2008), analysed 13 volcano eruptions over the period 1883 to 1991 and

found that the AO, the NAO and the Pacific North American Oscillation (PNA)

are all positive in the first winter after eruptions. This is statistically significant for

the NAO in particular, with both the numbers of events and their amplitudes being

statistically significant. There has been some debate about which is physically more

meaningful, for example Ambaum et al. (2001) and, interestingly, Christiansen (2008)

concludes that from his results the NAO should be credited as the physical mode of
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Figure 3.3: Some of the effects of a positive phase AO (left) and a negative phase
(right)

Figure 3.4: Post Pinatubo 1991-1992 DJF Temperature Anomalies from the 1984-
1990 average showing anomalous surface warming over North America, Europe and
Russia, from Robock (2003)

variability, with the interpretation that the NAO is excited following an eruption is

more simple and economical than the alternative explanation that the AO and PNA

patterns negatively interfere in the Pacific so as to cancel each other out to give the

observed MSLP fields. However, it should be recalled that nonetheless both the NAO

and the AO indexes are positive following volcanic eruptions. Large magnitude val-

ues of the AO are associated with significant changes in the likelihoods of extreme

14



weather events, such as cold air outbreaks, snow and high winds across Europe, Asia

and North America, as well as modulating the position of surface cyclones over the

Atlantic and Europe (Baldwin and Dunkerton (2001)).

As mentioned, the Pinatubo eruption caused serious effects on the hydrological

cycle, namely a large decrease in precipitation and a period of record decrease in

runoff and river discharge into the ocean (Trenberth and Dai, 2007). They note

that this is of concern for sulphate aerosol geoengineering studies - in contrast with

the view of Wigley (2006) who suggested that the Mount Pinatubo did not severely

disrupt the climate system. Figure 3.5 shows changes to precipitation, runoff and

the Palmer Drought Severity Index (PDSI) following Mount PInatubo from Tren-

berth and Dai (2007). The PDSI is a diagnostic developed by Palmer (1965). A

measure of drought in the region, it incorporates not only drought in a region but

other measures such as evapotranspiration into a single diagnostic, and can be seen

as a more complete assessment of the effects on hydrology than precipitation, and

is an important diagnostic for assessing water availability in a region (see Palmer

(1965) for extensive documentation). Precipitation effects are not purely radiatively

driven, but indeed the effects of the dynamical response to a volcanic eruption on

precipitation in the Asian monsoon region can often overwhelm the radiative effects

on precipitation (Anchukaitis (2010)). Baldwin and Dunkerton (1999) note that a

positive AO causes storm tracks to move north, and we later demonstrate that the

observed strengthened NH polar vortex and positive NAO pattern is consistent with

a shift in the storm tracks and drought in the European region. Despite the impor-

tance of the hydrological cycle, both in the functioning of the climate system and

for society, there have been far fewer investigations on the hydrological cycle than

on radiative and dynamical studies on the effects of volcanoes. Indeed, the author

is aware of only three studies on rainfall that include volcanoes (Trenberth and Dai

(2007), Gu et al. (2007), Anchukaitis (2010)), which focus on Pinatubo alone, the

zonal averaged response in latitude bands for El Chichon and Pinatubo (but for pur-

poses of removing the volcanic signal to assess variability), and the Asian Monsoon

response as assessed from proxy reconstructions, respectively. None of these assess

the composite observations and model simulations over the globe. Compare this with
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studies on radiation and dynamics, for example, Robock and Mao (1992), Graf et al.

(1993), Stenchikov et al. (1998), Timmreck et al. (1999), Stenchikov et al. (2002),

Stenchikov et al. (2004), Stenchikov et al. (2006), Robock et al. (2007), Graf et al.

(2007), Ottera (2008), Robock et al. (2009), Kravitz et al. (2011), and so on.

Figure 3.5: (a) Precipitation and (b) Runoff Anomalies, and (c) Palmer Drought
Severity Index following Pinatubo, from Trenberth and Dai (2007)
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3.1.1 Ocean Response

Following the reduced surface flux of radiation into the Oceans caused by a vol-

canic eruption, ocean heat content and sea level can reduce (Gleckler et al. (2006),

Stenchikov et al. (2007)). The cooling of the surface subducts downwards into the

ocean (Gleckler, et al. (2006)) where the signal persists for decades. The relaxation

process for the SST’s to return to close their unpeturbed climate state from model

simulations has been estimated at about ten years from model simulations (Stenchikov

et al., (2009)). However the entire relaxation process for the whole ocean might take

more than a century (Stenchikov et al. (2009)).

Decrease in precipitation following volcanic eruptions causes increased ocean salin-

ity whilst the reduced temperatures increase the density of the northern hemisphere

high latitude upper ocean, causing vertical instability and encouraging ocean con-

vection. Moreover, increased zonal winds in the NH following a volcanic eruption

causes a strengthening of ocean stirring in high latitudes. Therefore, volcanoes, can

increase the strength of the Atlantic Meridional Circulation (AMOC) (Stenchikov et

al. (2009)). The model simulations performed by Stenchikov et al. (2009) found

a maximum increase in the AMOC of 2.7 Sverdrup (Sv) and 1.8 Sv for the 1816

Tambora and 1991 Pinatubo eruptions respectively. The decadal time scales of this

circulation mean that the maximum occurs at 5-15 years post-eruption. Their simu-

lations also show increases in sea-ice extent and mass following a volcanic eruption -

consistent with geoengineering studies demonstrating that sulphate aerosol geoengi-

neering could reduce sea ice loss. A possible cause for concern for modelling studies

and also controllability of sea ice under a sulphate geoengineering scenario, however,

is that Stenchikov et al. (2009) note that the radiative forcing effects on sea ice extent

are less than linear as the sea ice is also affected by ocean circulation changes that

are nonlinear.

Negative surface temperature anomalies in the Middle East are a distinctive fea-

ture of the positive phase of the AO caused by a volcanic eruption (e.g. Robock

(2000), Stenchikov et al. (2006), Fischer et al. (2007)). Correspondingly, the re-

sulting dynamical changes following a volcano can be important for ocean circulation

and ecosystems. Robock (2003) suggests that such a large local cooling followed
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the Pinatubo eruption that the Red Sea underwent a total overturning, killing all

the coral at the seabed. This is also an important feedback to capture in a geo-

engineering modelling study. However, the strong sporadic forcing from a volcano

intensifies vertical mixing processes, notably turbulent diffusion, seasonal convection

and overturning, whilst a constant forcing of the same average intensity, such as that

in a geoengineered world, may produce a different vertical ocean thermal structure

(Stenchikov et al. (2009)).

3.1.2 Interactions with ENSO and the QBO

Of the past four major eruptions - Agung (1963), Fuego (1974), El Chichon (1982) and

Pinatubo (1991) - two of them (El Chichon and Pinatubo) have erupted during the

El Nino phase of the El Nino Southern Oscillation (ENSO, Robock (2000)). ENSO

is a major mode of atmospheric variability, characterised by sea surface temperature

changes off the west of coast of South America in the tropics. It is often hard to

separate the signals between volcanoes and ENSO particularly due to low numbers

of well observed volcanic eruptions, and the contribution to the resultant effects on

climate and the NAO phase is not completely clear (Graf et al. (2007)). The polar

vortex has been suspected to be influenced by ENSO (e.g. Thomas et al. (2009)), by

an increased flux of planetary waves propagating up through the troposphere and into

the stratosphere during El Nino (which then propagate towards the vortex and weaken

it) (Graf et al. (2011)). Graf and Zanchettin (2011) also identify a tropopsheric

pathway, in identifying a ”subtropical bridge” where planetary wave activity can

propagate through the troposphere and affect the NAO pattern. Therefore, it is

possible that ENSO can obscure the true volcanic signal not only in the tropics but

also over the Northern Hemispheric continents. Christiansen analysed 13 volcanic

eruptions since 1883 to present day, and assess the role that ENSO plays in the

NAO signal in observations. He concludes that the NAO and AO signals are both

positive and statistically significant for the first winter after an eruption. He finds

no evidence that the ENSO phase influences the NAO following a volcanic eruption

- although adds that due the low numbers of ensembles, this result should be treated

with caution.
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The Quasi-Biennial Oscillation (QBO), has also been suggested to have an influ-

ence on the effect of volcanic eruptions on climate (e.g. Stenchikov et al. (2004),

Thomas et al. (2009)). The QBO is the major mode of tropical stratospheric vari-

ability. It is a cycle of the equatorial zonal wind in the tropical latitudes in the

stratosphere, where the winds switch from easterlies to westerlies and back to east-

erlies, and so on, in a quasi-periodic fashion on average every 28 to 29 months. The

easterly, or westerly, winds develop in the upper stratosphere, around 3hPa, and then

propagate downwards (Baldwin et al. (2001)). Evidence that westerly QBO winds

cause a stronger polar vortex, stem from research originally conducted by Holton and

Tan (1980, 1982) and McIntyre (1982). The hypothesis states that westerly winds in

the equatorial regions allow the propagation of planetary waves from the midlatitude

and polar regions, through the lower equatorial stratosphere, whilst easterly equato-

rial waves block the propagation of these planetary waves and guide them polewards

so that when they eventually break they are more likely to disturb the vortex. There-

fore it is believed the vortex, and hence the NAO, can be strengthened or weakened,

depending on the QBO state.

Stenchikov et al. (2004) detail that following the Mount Pinatubo eruption the

vortex in both winters was strengthened relative to climatology. Despite a significant

decline in the radiative aerosol forcing in second winter the vortex was observed to

be stronger in the second winter than in the first winter. They therefore propose

that the QBO played a role in the vortex being stronger in the second winter than

in the first - noting that the QBO was in an easterly phase in the first winter and

westerly phase in the second winter. They perform model simulations of the Mount

Pinatubo nudging the simulated equatorial winds to the observed winds, and note

that this achieves a more strengthened vortex in the second winter. They conclude

that modelling the correct phase of the QBO is crucial for simulating the temperature

change in the lower stratosphere. Moreover, they note that the volcanic aerosol and

QBO effects are unlikely to be a simple linear superposition of the two effects, due to

a threshold depedence of the refraction of planetary waves on the strength of the polar

night jet. Other studies have also suggested that the QBO could have a significant

modulation on the volcanic effect on climate (e.g. Thomas et al. (2009)). However,
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whilst in their study Thomas et al. (2009) investigate the effect of the phases of the

QBO on the stratosphere in model simulations and find, similarly, that an easterly

QBO phase leads to a weaker vortex during volcanic winters.

An additional source of complexity in identifying the volcanic signal on climate,

changes in the solar cycle have been seen to cause changes in stratospheric temper-

atures and winds and there is a complex interaction between the 11-year solar cycle

and the QBO which is not fully understood and has yet to be successfully simulated

by climate models (Gray et al. (2010)). There are only 4 well observed large eruptions

(Agung, 1963, Fuego, 1974, El Chichon, 1982, and Pinatubo, 1991) and solar maxima

have occured close to the times of Fuego, El Chichon and Pinatubo (Solomon et al.

1996). Indeed, it has been noted that more work remains to assess the dynamical

interactions between all these modes of variability and the atmosphere following a

volcano eruption (e.g. Graf et al. (2007)).

3.1.3 Simulations of Climate following Volcanic Eruptions

Climate models have traditionally not simulated the observed response to strato-

spheric aerosol loading caused by volcanic eruptions sufficiently. Stenchikov et al.

(2006) analysed seven models used for the fourth assessment report that were up-

loaded to the Coupled Model Intercomparison Project 3 (CMIP3). These were all

the models that specifically included representation of volcanic eruptions by includ-

ing a layer of aerosol, instead of either not representing them, or representing them

simply by a reduction in the solar constant. They found that the lower equatorial

stratospheric temperature increase, caused by radiative heating from the aerosol, is

represented in all the models sampled. However, the models showed less of an agree-

ment with the observed post eruption northern hemisphere winter northern lower

polar stratospheric cooling. Further, the 50hPa geopotential height anomalies in the

models generally show almost no anomaly relative to climatology whereas the obser-

vations show a very large negative anomaly of about 200m, indicative of an anoma-

lously strong stratospheric polar vortex. Furthermore, the climate model simulated

responses of the AO are singificantly weaker than in observations. Correspondingly
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the surface temperature anomalies related to observed dynamical changes are not suf-

ficient in strength and spatial pattern in the CMIP3 models. Other simulations and

assessments of why models fail to get the response have been done, such as those of

Stenchikov et al. (2002), Stenchikov et al. (2004) that also show too weak a response

when compared with observations.

Many proposals have been made as to why the vortex, AO, and surface response

has not been captured in models, however it is presently not clear why dynamical

effects are not captured (Marshall et al. (2009)). Stenchikov et al. (2004) suggested

the lack of a QBO could have an important effect on atmospheric processes following

a volcanic eruption. Marshall et al. (2009) proposed that the climatology of the

models may be inaccurate. Notably they suggest propagation of planetary waves

from the troposphere into the stratosphere may be too large, such that it breaks and

destabilises the vortex. Stenchikov et al. (2006) suggested that all but one of the

models they analysed had winds that were too strong at 50hPa averaged over 55−65◦

N, when compared to observations. Therefore, they state that perhaps the winds in

the models are too strong climatologically, which means there is a bias towards a

positive AO, so therefore when a volcanic eruptions occurs, there is little anoma-

lous effect on the AO. Ottera (2008) suggested that models may simply fail to get

a sufficiently strong positive AO to external forcings in general (also Graf (personal

communication)), noting that many models have failed to reproduce the observed

trend in the AO during the latter part of the twentieth century (see Shindell et al.

(2001) for more details), however this fails to explain why the models do not achieve

a sufficiently strengthened polar vortex, and it is not clear whether the observed AO

trend is real (e.g. Fyfe et al. (2013)). Stenchikov et al. (2006), Ottera (2008) and

Marshall et al. (2009) suggested stratospheric resolution may be important for cap-

turing the relevant processes following a volcanic eruption. Dall’Amico et al. (2010)

note that stratospheric processes in model simulations as recent as those used by the

Intergovernmental Panel on Climate Change Fourth Assessment Report have been

poorly represented. Whilst the stratopause height is typically around 1hPa (Andrews

et al. 1987) around half the Atmosphere and Ocean General Circulation Models

(AOGCMs) used for the AR4 have a model top level beneath 2hPa, and furthermore
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show significant cold bias around their 10hPa levels suggesting compromised simula-

tions in these regions due either to a low model top or insufficient stratospheric levels

(Cordero and Forster (2006)). Specifically with regards to models used in previous

volcanic investigations, of the seven models tested by Stenchikov et al. (2006) two of

the models (GISS-EH, GISS-ER) have lid heights above the 1Pa level (at both 0.1hPa,

or roughly 70km, each), whilst all the other models have model lid heights below the

stratopause level - GFDL CM 2.0 (3hPa), GFDL CM2.1 (3hPa), NCAR CCSM3

(2.2hPa), NCAR PCM1 (2.9hPa), MIROC-medres (10hPa). Also note that although

the top lid of these latter models may appear to include most of the stratosphere,

the vertical resolution of the model is usually severely degraded at these upper levels

and there is strong damping applied to any wave disturbances. Other suggestions as

to why models have traditionally failed to simulate the observed response following

volcanic eruptions include realistic changes in ozone which cause additional cooling

of the stratospheric polar vortex (e.g. Ottera 2008), however, as noted by Marshall

et al. (2009) the response to the past major eruptions (before major ozone loss and

larger amounts of ozone destroying chlorine in the atmosphere) is similar to that of

El Chichon and Pinatubo combined. Thus it is less likely for ozone inclusion to be a

major factor in the simulation of a volcanic eruption. Finally, another proposal has

been that of the realism of the aerosol implemented in the models is not sufficient

(Ottera (2008), Marshall et al. (2009), Toohey et al. (in prep/personal communi-

cation)). Marshall et al. (2009) also assessed the possibility that the strengthened

vortex and positive NAO following volcanic eruptions was due to internal variability,

but they conclude it is ‘extremely unlikely’ to be an artifact of internal variability,

and so it is extremely likely that models are failing to capture a robust high-latitude

climate response to volcanically injected sulphate aerosol.

It is clear, therefore, that not only are models are failing to reproduce the observed

response to stratospheric sulphate aerosol injected by volcanic eruptions - of concern

for the accuracy of sulphate aerosol geoengineering modelling studies - and there is

no single clear reason as to why this is the case, but also the precise response of the

atmosphere to sulphate aerosol loading is unclear.
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3.2 Observations and Model Assessment

3.2.1 Observed response to Volcanic Eruptions in the ERA40
dataset

Previous investigations have focused mainly on the NCEP/NCAR dataset (e.g. Stenchikov

et al. (2006), Graf et al. (2007), Ottera (2008)), with only Thomas et al. (2009)

using the ERA40 dataset for post Pinatubo analysis. Here we investigate volcanic

eruptions as in the ERA40 dataset. We also make comparisons with composites in

the ERA40 dataset and the composites with NCEP/NCAR as calculated in previous

papers to assess ERA40’s performance over the past four eruptions. For the individ-

ual eruptions we focus only on 1.5 metre temperature and MSLP anomalies (figures

3.6 and 3.7 respectively) which are the most important for the impacts of volcanic

eruptions. For the composites we also include the anomalies of 50hPa geopotential

height, indicative of stratospheric polar vortex strength.
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Figure 3.6: ERA40 2 M Temperature Anomalies for Agung (top row), Fuego (second
row), El Chichon (third row) and Pinatubo (fourth row). Left column is the first
winter following the eruption, right column is the second winter. Hatching displays
areas at or over 95 per cent significance.
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Table 3.1 lists the nine major low latitude volcanic eruptions over 1883-present

day, of which ERA40 covers the last four, as well as the anomaly period, and the

latitudes of eruption, for which anomalies are then created by the difference between

the volcanic winter and the appropriate reference period listed in the table. Informa-

tion for this is taken from Stenchikov et al. (2006). We see that figure 3.6 reveals

the NH DJF Eurasian warming in the first Fuego winter, and all of the winters of

the considerably larger El Chichon and Pinatubo volcanic eruptions. Large North

American warming is also evident in many of the winters. It should be noted that

there is reasonable variation in the spatial patterns and that noise can obscure single

winter anomalies. MSLP fields (figure 3.7) also reveal positive NAOs in all winters

with warming, and a positive NAO is absent in the winters where there is not surface

warming. Values for temperature, MSLP and geopotential height can be seen to have

extremely close agreement to that of NCEP/NCAR values as shown in Stenchikov et

al. (2002), Ottera (2008) and Thomas et al. (2009).

Table 3.1: Major low latitude eruptions over 1883 to present day

Volcano Eruption Date Latitude Appropriate Winters to Analyse Reference Period

Krakatau Aug 27, 1883 6.10◦S 1883-1884 1884-1885 1860-1882

Tarawera Jun 10, 1886 38.23◦S 1886-1887 1887-1888 1860-1882

Bandai Jul 15, 1888 37.60◦N 1888-1889 1889-1890 1860-1882

Santa Maria Oct 24, 1902 14.76◦N 1903-1904 1904-1905 1890-1901

Quizapu Apr 10, 1932 35.65◦ 1932-1933 1933-1934 1915-1931

Agung Mar 17, 1963 8.34◦S 1963-1964 1964-1965 1934-1955

Fuego Oct 10, 1974 14.47◦N 1975-1976 1976-1977 1965-1973

El Chichon Apr 4, 1982 17.36◦N 1982-1983 1983-1984 1976-1981

Pinatubo Jun 15, 1991 15.13◦N 1991-1992 1992-1993 1985-1990

Composite values of the 1.5 M Temp, MSLP and 50hPa Geopotential Height

following the four eruptions are shown in figure 3.3. Composite values in ERA40

reveal a large winter warming of up to 4K over Eurasia, and cooling over the Middle

Eastern region. Also evident is a warming over the west coast of North America.

There is a warming over the pacific tropical region which could be due to the large
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number of El Ninos that took place both during and after the eruptions. MSLP fields

reveal a strong positive NAO significant at the 95 per cent level, whilst anomalies on

the 50hPa geopotential height surface reveal large negative polar anomalies around

-200m, indicative of the stronger polar vortex that is suggested in the theory.

Despite this, observations are still too few for good statistics on interactions with

the NAO, QBO and ENSO. We therefore take advantage of the new NOAA Twentieth

Century Reanalysis Version 2 Observation Dataset (Compo et al. 2011) (NOAA from

now on). This is a 3D global reanalysis dataset that extends from January 1871 to

December 2008 but the only observed surface variables are assimilated. It assimilates

only observed surface variables and and then creates 3D global analysis that is the

most likely state of the atmosphere at that time. As a test of viability, figures 3.6 and

3.7 display temperature and MSLP anomalies following the four most recent volcanoes

calculated in exactly the same way as figures 3.1 and 3.2 were for ERA40. Thus one

can see that the figures display good agreement between ERA40 and NOAA in the

surface variables’ anomalies and statistical significance during the period in which

there is overlap between the two datasets. Extending the analysis back to 1883, we

focus predominantly on surface variables because without satellites a great deal of

stratospheric information must be provided by a model and cannot be trusted as a

suitable assessor for a model’s performance. Values of 2 M Temperature and MSLP

are plotted in figure 3.11 for NOAA for the 9 most recent eruptions allowing us to

assess the robustness of the signal across more volcanic eruptions. Also plotted in

figure 3.11 are the 50hPa geopotential height anomalies, although these are provided

for ‘completion’.
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Figure 3.7: ERA40 MSLP Anomalies for Agung (top row), Fuego (second row), El
Chichon (third row) and Pinatubo (fourth row). Left column is the first winter
following the eruption, right column is the second winter. Hatching displays areas at
or over 95 per cent significance using a two-tailed t-test.
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Figure 3.8: ERA40 composite anomalies of 2 M Temperature (top left), MSLP (top
right) and 50hPa Geopotential Height (bottom) for the two following winters for all
the past four major eruptions (8 winters total). Hatching displays areas at or over 95
per cent significance using a two tailed t-test.
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Figure 3.9: NOAA 2 M Temperature Anomalies for Agung (top row), Fuego (second
row), El Chichon (third row) and Pinatubo (fourth row). Left column is the first
winter following the eruption, right column is the second winter. Hatching displays
areas at or over 95 per cent significance.
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Figure 3.10: NOAA MSLP Anomalies for Agung (top row), Fuego (second row),
El Chichon (third row) and Pinatubo (fourth row). Left column is the first winter
following the eruption, right column is the second winter. Hatching displays areas at
or over 95 per cent significance.
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Figure 3.11: NOAA composite anomalies of 2 M Temperature (top row), MSLP
(second row) and 50hPa Geopotential Height (bottom row) for the two following
winters for the past four most recent major eruptions (left column) and past nine
most recent major eruptions (right column). Hatching displays areas at or over 95
per cent significance using a two tailed t-test)
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It can be seen that following 9 volcanic eruptions near surface temperature anoma-

lies reveal a statistically significant Eurasian wamring pattern, and positive and sta-

tistically significant NAO signal, and reduce geopotential heights at the poles are con-

sistent with the positive NAO following volcanic eruptions. The composite anomalies

in NOAA are slightly smaller than in ERA40 data, yet there is good agreement be-

tween the two datasets. The NOAA dataset allows us to perform a more statistically

robust analysis on some aspects of dynamical interactions of the climate.

3.2.2 Impact of the QBO on the NAO following volcanic
eruptions

The issue of dynamical interactions between the QBO and volcanic aerosol effects

and understanding these interactions is also of great importance when considering the

dynamical response of the atmosphere to volcanic eruptions. The QBO, an oscillation

of winds from Easterly to Westerly with an average period of 28 to 29 months, has

a profound influence on stratospheric dynamics and has been postulated as being

of very large importance with regards to the interpretation of the volcanic response

(e.g. Stenchikov (2004), Thomas et al. (2009)). However, previously no investigation

has studied the effects that the QBO has on surface variables following a volcanic

eruption from observations. Here, we exploit the NOAA dataset to assess the impact

of the QBO on the resulting climate following a volcanic eruption. The NOAA dataset

does not have a QBO pattern due to the way the reanalysis product is calculated - a

zonal wind for a ten year sample period is shown in Figure 3.12. Therefore, a second

dataset is employed. Brönnimann et al. (2007) produced an observational dataset

of the QBO back to the year 1900 using historical pilot balloon data. This dataset

is used to provide information on the QBO phase for the major tropical volcanic

eruptions during the period covered by the NOAA dataset and the dataset produced

by Brönnimann et al. (2007). Defining a West QBO or East QBO winter as one

with zonally averaged equatorial winds at 30hPa of greater than or less 5ms−1 during

December, and splitting the Brönnimann et al. (2007) dataset into East and West

QBO cases gives 5 and 4 volcanic winter composites, respectively. For 3 post-volcanic

winters these winds are neither greater nor less than 5ms−1. Whilst this represents a
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modest number of samples, it is equal to the number of individual winters composites

deemed sufficient and used by Ottera (2008) to assess the performance of the AGCM

ARPEGE/IFS model in its ability to simulate volcanic eruptions. It also permits

a greater number of samples than provided in previous datasets such as ERA40 or

NCEP/NCAR (see Kalnay et al (1996) and Kistler et al. (2001) for details), and

represents the largest possible number of observational samples currently available

for the QBO during volcanic winters.

Figure 3.12: NOAA Zonal Mean Zonal Wind at the Equator for the ten year period
of 1880-1890.

Combining the MSLP and 2 M Temperature of the NOAA dataset with that of

Brönnimann et al. (2007) for QBO phase information one can construct anomalies

of MSLP and 2 M Temperature according to the phase of the QBO. Figure 3.13

displays anomalies of 2 metre DJF temperature and MSLP of Easterly and Westerly

phase QBO’s using all years over the period of 1900-2005 from detrended climatology.

Hatching shows areas that are statistically significant at the 99% level using a Monte

Carlo significance test.

The composite anomalies of the East and West QBO winters shown in figure

3.13 reveal that there is little influence of the QBO on 2 M temperature. The East

QBO phase shows slightly cooler temperatures over Africa and generally over Eurasia,

which is the opposite in the West QBO phase, but the anomalies are extremely small,

almost nowhere are values significant, with the exception of a warming of about 0.5K

in Eastern North America and a small region of statistically significant cooling over
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Figure 3.13: NOAA Composite Anomalies for East and West QBO Phase. First row
displays 2 M temperature anomalies of all East QBO (left) and West QBO (right)
winters from climatology. Third row displays MSLP anomalies of all East QBO (left)
and West QBO (right) winters from climatology. Third row displays the difference
plots of the West QBO field subtracted from the East QBO field for temperature
(left) and MSLP (right). Hatching displays areas at or over 99 per cent significance
using a Monte Carlo significance test.

the West Polar Pacific region and near far East Russia. Additionally, the MSLP fields

reveal very little influence of the QBO at the surface. Differences between the two

composites (i.e. the West QBO composite 2 metre Temperature and MSLP fields
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Figure 3.14: NOAA Composite Anomalies for East and West QBO Phase. First row
displays 2 M temperature anomalies of all volcanic East QBO (left) and West QBO
(right) winters from climatology. Third row displays MSLP anomalies of all volcanic
East QBO (left) and West QBO (right) winters from climatology. Third row displays
the difference plots of the West QBO field subtracted from the East QBO field for
temperature (left) and MSLP (right). Hatching displays areas at or over 99 per cent
significance using a Monte Carlo significance test.

subtracted from the East QBO 2 metre Temperature and MSLP fields) shown in

figure 3.13 reveal statistically signficant warm anomalies over Eastern North America

and cool anomalies over the West Polar Pacific region and Far Eastern Russia in
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west QBO phases, whilst MSLP fields reveal significant changes in pressure over

North America and the Pacific which could be due to activation of the Pacific North

American pattern..

Figure 3.14 shows the effects of the QBO on 2 M Temperature and MSLP for all

volcanic winters split into the East or West phases of the QBO. The temperature

fields reveal a huge impact of the phase of the QBO on the 2 M temperature anomaly

fields. West QBO phase winters reveal a large statistically signficant warming of up to

4K over almost all of Eurasia (using a Monte Carlo statistical significance test). We

note that we choose the more computationally expensive Monte Carlo test over the

standard t-test due to its suitability for being more robust for lower sampling numbers

than a normal t-test. By separating into QBO phase the statisical significance has

increased and figure 3.14 shows extensive areas of 99% significance that demonstrate

the robustness of the signal. In the West QBO fields there exists significant Middle

Eastern cooling synonymous with a strong positive NAO (Stenchikov et al. (2006)).

However, in the Eastern QBO phase, there exists no statistically significant warming

over Eurasia anywhere. We note this is an especially important point that is masked

when composite anomalies over all years. The main Eurasian signal for East QBO

winters is that of a statistically significant cooling further south, particularly over the

India and China. MSLP fields reveal that volcanic winters in a West QBO phase

also exhibit a significant positive NAO pattern in mean sea level pressure. The East

QBO has a weak NAO which does not demonstrate the same statistically significant

robustness. Figure 3.13 also shows difference plots of the West QBO volcanic winter

fields subtracted from the East QBO fields. These reveal major differences in the

Eurasian winter warming during the Westerly and Easterly QBO phase. MSLP fields

also confirm that the NAO index is excited dependent on the QBO phase with a

Westerly QBO phase causing a more positive NAO, with large values statistically

significant at the 99% level over all of the NH polar region.
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3.3 Precipitation and hydrological impacts of the

positive NAO following an eruption

Previously, studies of volcanic eruptions have been more commonly focused on dy-

namical and radiative effects, with precipitation receiving relatively little focus (e.g.

Robock and Mao [1992], Graf et al. [1993], Stenchikov et al. [1998], Timmreck

et al. [1999], Stenchikov et al. [2002], Stenchikov et al. [2004], Stenchikov et al.

[2006], Robock et al. [2007], Graf et al. [2007], Ottera [2008], Kravitz and Robock et

al. [2011]). However, precipitation has extremely large impacts on agriculture (e.g.

Rosenzweig and Hillel (1998)) and lack of sufficient access to water resources during

the period following the Pinatubo eruption caused severe political tensions on some

areas in the Mediterranean (Houston and Griffiths (2008)).

Changes to the climate’s hydrological cycle can also, however, be caused by vari-

ability. Previous studies on more recent eruptions have been more focused on only

Pinatubo (e.g. Trenberth and Dai (2007)), whilst modelling studies often are unable

to reproduce the observed NH winter dynamical changes to volcanic eruptions (e.g.

Stenchikov et al. (2006)). The dynamical influence of volcanic eruptions on precip-

itation has been suggested from analysis of proxy data to offset or even overwhelm

radiative changes on precipitation in the Asian monsoon region (Anchukaitis (2010)).

Here, we present ERA40 analysis of anomalies in precipitation, runoff and PDSI

(see Palmer (1965) and Dai et al. (2004) for further details and its calculation) follow-

ing the past 4 major eruptions, as analysed in figure 3.8. The anomalies are that of 1

NH ‘water year’ following a volcanic eruption from climatology - the NH water year

comprises one year starting at 1st October and ending on the 30th September, cor-

responding with the start of the season of soil moisture recharge, includes maximum

runoff, and concludes with the season of maximum evapotranspiration (Trenberth

and Dai (2007)). Not shown here were graphs calculated using the SH water year -

defined analogously to the NH water year but for the SH, the SH water year is from

to 1st July to the 30th June. Little dependence on the choice of water year was seen.
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Figure 3.15: Precipitaton (top row), runoff (second row) and PDSI composite anoma-
lies (all in mm/day) for the past four major eruptions. Stippling displays areas at or
over 95 per cent significance using a two tailed t-test.
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Despite the high level of variability in precpitation and the small sample size fig-

ure 3.15 shows a statistically significant increase in Northern European precipitation

with a corresponding decrease in precipitation. It is known that a positive AO/NAO

the North Atlantic stormtracks also shift northwards, meaning Northern Europe be-

comes warm and wet, whilst Southern Europe becomes dry (Walter and Graf (2005)),

however this is the first case demonstrating that volcanic eruptions can cause possible

drought in Europe due to the strengthened stratospheric polar vortex and positive

NAO that result from the increased temperature gradients caused by lower strato-

spheric aerosol heating. Such decreases over European land, accompanied with in-

creases North of Europe could be indicative of more northerly Atlantic storm tracks

due to a positive AO (recall figure 2.3). The large increase in precipitation in the trop-

ical pacific ocean is likely due to El Nino of 1982/3 (Rasmusson and Wallace (1983)).

Composite runoff anomalies shown in figure 3.15 reveal large decreases in runoff in

Europe with slight but not significant increases at the northern-most region of Europe,

consistent with precipitation patterns. The PDSI composite, which incorporates both

the effects of precipitation and evaporation in a region, is consistent with the above

analysis of precipitation and runoff. Large statistically significant decreases in PDSI

are seen over all of mid and Southern Europe, whilst statistically significant increases

in PDSI are seen over Northern Europe. The radiative forcing from a geoengineering

scheme needed to restore the temperature of the Earth back to pre-industrial cli-

mate is comparable to the radiative forcing from Mount Pinatubo in many emissions

scenarios (Vaughan et al. (in prep/personal communication). These results here sug-

gest possible adverse and unintended consequences arising from dynamical changes

in the stratospheric polar vortex from sulphate aerosol geoengineering implementa-

tion. A further study that would allow for more ensembles and more robust statistics

would be to assess precipitation changes in a model that could capture the NH winter

dynamical response.
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Chapter 4

Coupled Model Intercomparison
Project 5 (CMIP5) simulations of
climate following volcanic
eruptions

4.0.1 Abstract

When sulfate aerosols are produced by volcanic injections into the tropical strato-

sphere and spread by the stratospheric circulation, it not only causes globally aver-

aged tropospheric cooling but also a localized heating in the lower stratosphere, which

can cause major dynamical feedbacks. Observations show a lower stratospheric and

surface response during the following one or two Northern Hemisphere (NH) winters,

that resembles the positive phase of the North Atlantic Oscillation (NAO). Simula-

tions from 13 CMIP5 models that represent tropical eruptions in the 19th and 20th

century are examined, focusing on the large-scale regional impacts associated with

the large-scale circulation during the NH winter season. The models generally fail

to capture the NH dynamical response following eruptions. They do not sufficiently

simulate the observed post-volcanic strengthened NH polar vortex, positive NAO,

or NH Eurasian warming pattern, and they tend to overestimate the cooling in the

tropical troposphere. The findings are confirmed by a superposed epoch analysis of

the NAO index for each model. The study confirms previous similar evaluations and

raises concern for the ability of current climate models to simulate the response of a

major mode of global circulation variability to external forcings. This is also of con-
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cern for the accuracy of geoengineering modeling studies that assess the atmospheric

response to stratosphere-injected particles.

4.0.2 Introduction

For a volcano to have a significant long-term impact on the climate it must inject a

sufficient amount of sulfur containing gases into the stratosphere (?). Once in the

stratosphere the sulfate gas undergoes a chemical reaction to produce sulfate aerosol.

The e-folding time of the sulfate gas to particle conversion is typically 30-40 days

(?). Sulfate aerosol scatters back to space the incoming shortwave radiation (SW)

and also absorbs solar near infrared (NIR) radiation and upwelling long wave (LW)

radiation from the surface and atmosphere below (???). For a given mass load, the

scattering of SW radiation is modulated by the particle size distribution and as the

aerosol particle size increases, scattering of incoming SW radiation decreases (??).

The decrease in incoming shortwave radiation results in a cooling of Earth’s surface

(?). The typical e-folding lifetime for tropically injected volcanic aerosols is about

12-14 months (???), causing surface cooling for about two years following an eruption.

In contrast, localized equatorial heating, around 3 K for the Pinatubo eruption of

June 1991 (?), occurs in the lower stratosphere due to the increase in absorption of

NIR and LW radiation by the sulfate aerosols. For a tropical volcanic eruption the

heating in the tropical stratosphere creates anomalous temperature and density gra-

dients between the equator and poles. By the thermal wind relationship, this causes

a strengthening of the zonal winds, which results in a strengthened stratospheric po-

lar vortex. In addition, reduced surface temperatures in the tropical regions reduce

the meridional surface temperature gradient, and this has been associated with a

reduction in the Eliassen Palm (EP) Flux - essentially, a measure of planetary wave

activity from the troposphere into the stratosphere (?) - and hence a stronger, less

disturbed vortex. Further, chemical reactions which result in ozone depletion serve to

cool and strengthen the vortex, and the reduced temperatures cause more NH ozone

depletion, creating a positive feedback loop (?).

A substantial body of research has indicated an influence of the stratospheric

vortex on high latitude circulations at Earth’s surface, with a strengthened vortex
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associated with a positive North Atlantic Oscillation/Arctic Oscillation (??????).

The North Atlantic Oscillation (NAO) is an index corresponding to the difference in

mean sea level pressure (MSLP) between the Azores and Iceland (??), and the Arctic

Oscillation (AO) is defined as the first hemispheric empirical orthogonal function

(EOF) of sea level pressure variability (??). Essentially the NAO can be thought of

as the AO over the Atlantic region (?). A positive AO corresponds to anomalously low

pressure over the pole, and anomalously high pressure at midlatitudes, and vice versa

for the negative AO. After large volcanic eruptions a positive phase of the AO has

been observed for the following 1 to 2 winters (??). The associated stronger westerly

winds cause anomalous advection of warm oceanic air overland, and this results in

anomalously warm temperatures over major NH landmasses (?). Thus, as a result of

the combined result of the surface cooling and lower stratospheric tropical heating, a

dynamical feedback occurs during NH winter, which results in surface warming over

Northern America, Northern Europe and Russia (?). Negative surface temperature

anomalies in the Middle East are also a distinctive feature of post-volcanic winters

consistent with the positive phase of the AO (?, S06 hereafter) .

Climate model simulations of the historical period have, so far, been able to pro-

duce a slightly strengthened stratospheric vortex, but much weaker than the observa-

tions, and have failed to reproduce a positive AO and warming/cooling patterns over

Eurasia and the Middle East respectively for the two NH winters following volcanic

eruptions [S06]. S06 analyzed seven models used for the Fourth Assessment Report

of the Intergovernmental Panel on Climate Change (?). They included all the models

that specifically represented volcanic eruptions by including a layer of aerosol, and

excluded those that either did not represent them, or represented them simply by a

reduction in the solar constant. They found that the temperature increase in the lower

equatorial stratosphere, caused by radiative heating from the aerosol, was reproduced

by all the models. However, the models showed less agreement with the observed

post eruption NH winter polar lower stratospheric cooling. Further, the 50 hPa polar

geopotential height (indicative of the strength of the stratospheric polar vortex) in

the models generally showed almost no change whereas the observations show a large

negative anomaly of about 200 m, revealing a statistically significant stronger than
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average polar vortex at the 90% level. Furthermore, the AO responses in the model

simulations were significantly weaker than in observations, indeed, ? notes that some

model simulations show no AO response. Correspondingly the strength and spatial

pattern of the surface temperature anomalies were not well reproduced.

Since the previous analysis of S06, who used simulations from the the World

Climate Research Programme’s (WCRP’s) Coupled Model Intercomparison Project

phase 3 (CMIP3) multi-model dataset (?), climate models have undergone changes

and improvements, and spatial and vertical resolutions have been increased. In this

study, we repeat the analysis of S06 using model simulations from the Coupled Model

Intercomparison Project phase 5, (CMIP5, (?)) and focus our analysis on the impact

of the largest volcanic eruptions on the NH winter circulation. The models and

experiments are described in section 2, results are presented in section 3, and in

section 4 we present our discussion and conclusions.

4.0.3 Models and Experiments

The model runs analyzed in this study come from the historic simulations of the

climate of the 20th century as standardized for the CMIP5. Models were forced

with natural and anthropogenic forcings from the late 19th century to the early

2000s. Although the major external forcings (such as solar, greenhouse gases, land

use) are standardized based on the most recent observational databases, no specific

recommendations were issued for other forcings such as the stratospheric injection of

sulfate aerosols from explosive volcanic eruptions. As for the CMIP3, most modeling

groups imposed the stratospheric emissions for volcanic eruptions either from the

reconstructions of ? (AM), its update ? (AM07), or from the updated version

of ? (ST, updates available at data.giss.nasa.gov/modelforce/strataer). The AM

dataset provides monthly latitudinal distributions of stratospheric optical depth for

each volcanic event in 64 latitude bands, computed with an explicit representation

of the spread of the aerosol cloud, taking into account the seasonal variations in

stratospheric transport. A fixed particle size distribution is assumed for all eruptions,

with spherical droplets of sulfuric acid of effective radius of 0.42 µm. AM, however,

only extends back to 1890. An updated dataset AM07 provides data well before the
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start of the historical simulations (1850) and many modelling groups use either AM07

or combine AM with ST to overcome this problem, as we detail for individual models

in Table ??.

The ST dataset provides monthly latitudinal zonal mean stratospheric optical

depths for 24 layers between 15 km and 35 km together with variations of the particle’s

effective radius based on the observations of the 1991 Mt. Pinatubo and 1982 El

Chichón eruptions. In GFDL-CM3 model the optical characteristics were calculated

following ? using the optical depths from ST dataset and its updates.

Unlike the other models, MRI-CGCM3 interactively computes the conversion from

SO2 amount to stratospheric aerosol. It includes the aerosol model MASINGAR mk-2

(?), which calculates five species (sulfate, black carbon, organic carbon, mineral dust,

and sea-salt) of aerosols from emissions and other processes, including sulfate aerosol

of volcanic origin. The aerosol model is interactively coupled with the atmospheric

component that calculates radiation and cloud microphysics and utilizes the inventory

of volcanic SO2 emissions provided by ???? and the optical properties of spherical

sulfate aerosol droplets provided by OPAC (Optical Properties of Aerosol and Clouds,

(?)).

We restricted model analysis to those models that were both forced with volcanic

aerosol in the stratosphere and had at least 2 ensemble members, which yielded a

total of 13 different climate models. The models with a brief description of the basic

characteristics are listed in Table ??. 3 models, GISS-E2-R, CCSM4 and GFDL-CM3,

in their updated version, are common to both our analysis and that of S06.

Table ?? lists the nine major volcanic eruptions between 40◦S and 40◦N over

1883-present day as well as the anomaly period, the latitudes of eruption and the

SO2 injected in the lower stratosphere as reconstructed by ????. Following S06 the

eruptions listed in Table ?? are a subset of the volcanic events analyzed by ?. In the

same approach as S06, high-latitude eruptions from those studied by Robock and Mao

are not included because they appear to produce a qualitatively different effect on

circulation than lower-latitude eruptions (???). The volcanoes listed in Table ?? also

correspond to the volcanoes south of 40◦N in ? with the caveat that we use different

dates for the first winter after the eruptions of Santa Maŕıa and Fuego, shifting them
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forward one year with respect to Christiansen’s convention. The implication of this

choice is explored in section 3.4.
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Table 4.2: Major low latitude eruptions over 1883 to present day.

Volcano Eruption Latitude Winters Reference Lower Strat.

Date Analyzed Period SO2 mass (Tg)*

Krakatau Aug 27, 1883 6.10◦S 1883-1884 1884-1885 1860-1882 44

Tarawera Jun 10, 1886 38.23◦S 1886-1887 1887-1888 1860-1882 4-5

Bandai Jul 15, 1888 37.60◦N 1888-1889 1889-1890 1860-1882 3-4

Santa Maŕıa Oct 24, 1902 14.76◦N 1903-1904 1904-1905 1890-1901 30

Quizapu Apr 10, 1932 35.65◦S 1932-1933 1933-1934 1915-1931 3

Agung Mar 17, 1963 8.34◦S 1963-1964 1964-1965 1934-1955 20

Fuego Oct 10, 1974 14.47◦N 1975-1976 1976-1977 1965-1973 4

El Chichón Apr 4, 1982 17.36◦N 1982-1983 1983-1984 1976-1981 7

Pinatubo Jun 15, 1991 15.13◦N 1991-1992 1992-1993 1985-1990 20

*From stratospheric SO2 injection data from ?, ?, ?, and ?

47



For comparison with observations the reanalysis of the 20th Century version 2

(20CRv2, (?)) is employed. From this dataset we will use only near-surface tem-

perature and Mean Sea-Level Pressure (MSLP) fields for the period of 1871 to 2008.

Our results compare similarly across a number of observational reconstructions such

as HadCRUT2v and HadSLP1 (used in S06), and so the choice of product does

not alter our conclusions. More information about the database is provided at

http://www.esrl.noaa.gov/psd/. The ERA40 (?) and NCEP/NCAR (?) reanaly-

sis fields are also used to compare with middle atmosphere circulation changes during

the winter season for the largest eruptions after 1950.

To isolate the anomalies of the post-volcanic seasons and generate the average vol-

canic composite, we adopt the same averaging procedure employed by S06, choosing

a different reference time for each eruption and averaging two winter seasons after

each eruption. The statistical significance of anomalies from the mean climatology is

evaluated with a local two-tailed t-test. We also compute the multi-model mean of

the post-volcanic anomalies averaging with equal weight the ensemble mean of each

model. All model have been interpolated to a common 2.5◦Lat x 3.75◦Lon grid.

Using a large number of eruptions and minimum of two ensemble members per

model (lending an equal weight to each ensemble member in the computation) should

help to average out spurious effects, for example due to incorrect sampling of the El

Niño Southern Oscillation (ENSO) cycles, which cannot be controlled in these coupled

ocean atmosphere simulations. However, we also calculate the 3.4 ENSO index for

each model (Table ??) by computing the area averaged total SST from the Niño 3.4

region, computing the monthly climatology (1950-1979) for area averaged total SST

from the Niño 3.4 region, and subtracting the climatology from the area averaged

total SST time series to obtain anomalies. These anomalies are then smoothed with

a five-month running mean, and then normalized by the standard deviation over the

climatological period (1950-1979).

? showed through analysis of observations that the largest volcanic eruptions

of the 20th Century tend to be followed by a positive index of the North Atlantic

Oscillation (NAO). He noted that the NAO signal is strongest and significant in the

48



first year after the eruption and does not appear to be influenced by ENSO events or

by the specific volcanic eruption chosen for the composite.

We computed the NAO index for each model and each ensemble member to test

whether the simulated dynamical response to volcanic forcing projects onto the NAO

index as observed by ? in the observations. The NAO index is computed for each

ensemble member of each model, as in ?. We first compute the Empirical Orthogonal

Functions (EOFs) of the monthly winter (DJF) MSLP anomalies north of 20◦N and

between 110◦W and 70◦E for the period 1948-2000. Each pressure data point is

weighted by the square root of the grid area it represents, consistent with ?. The

seasonal winter (DJF) NAO index is computed from the monthly indices, defined as

the principal component of the monthly anomalies of the MSLP projected onto the

first EOF for the total period 1860-2000 and normalized to unit variance. The same

index is computed for the 20CRv2 MSLP data. The EOF pattern for each model is

shown in Fig. ??

We compare models and reanalysis using a superposed epoch analysis of the winter

NAO (DJF) for the nine volcanic eruptions listed in Table ??. We take the winters

in the neighboring ten years close to the first winter after each eruption (five years

before and five years after) as defined in Table ?? and generate an “eruption matrix”

whose rows represent each eruption event. The eruptions in each ensemble member

are considered to be independent events, hence the number of rows in the “eruption

matrix” is different for each model because it depends on the number of ensemble

members. The rows are then averaged to obtain the epoch composite of 11 years, from

winter in year -5 to winter in year +5 with year 0 the first winter after an eruption.

The statistical significance of the epoch analysis is estimated using the bootstrap

method (?). We reshuffle with replacement the elements of each row to generate a new

“random eruption matrix” and average the rows into a new epoch composite. The

procedure is repeated 5,000 times obtaining a distribution of NAO values for each lag

of the epoch composite. The random composites are drawn from the original epoch

matrix to preserve the structure of the sample. We also adopted the normalization

procedure described in ? to avoid possible biases due to single outliers in each volcanic

window, but the main conclusions are not affected by the normalization. We compare
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the level of the NAO index for each year of the composite with the 5%-95% and 1%-

99% percentile levels of the bootstrap distribution.

We also tested for the occurrence of positive NAO for both in the first and second

post-volcanic winter and its significance is tested using a bi-nomial distribution with

the probability of the single event (σ) estimated from the full timeseries. As noted

in ?, σ is in general different from 0.5 which is due to the probability distribution of

the NAO index not being normal. σ for each model is reported in Fig. ?? and ??.

The main conclusions are robust with respect to the definition of the winter season

(DJF or DJFM) and we will present here the results for the NAO index computed

for the DJF composite to allow comparison with previous results in the literature.

4.0.4 Results

4.0.4.1 Direct radiative effect of volcanic aerosol

Due to a lack of direct information on the radiative forcing of volcanic aerosol for each

model, we choose to use the time series of the anomalies in the reflected short wave

(SW) radiation at the top of atmosphere (TOA) (Fig. ??) as a rough proxy for the

global radiative effect of the stratospheric aerosol, as in S06 (their Fig. 1). All the

models perform consistently with each other and show the increase in the reflected

SW radiation corresponding to the major explosive eruptions and do not show any

appreciable differences compared with the CMIP3 models shown in S06. The largest

anomaly in the reflected SW radiation is observed for the bcc-csm1-1 model whereas

MRI-CGCM3 simulates the lowest signal among the models. MRI-CGCM3 computes

interactively the effect of the volcanic aerosol from the stratospheric SO2 load and

shows a lower scattering efficiency of incoming SW radiation with respect to the other

models, even in the satellite-constrained era. This is possibly due to the interactive

chemistry conversion processes affecting the properties of the aerosol created from

the SO2 in the lower stratosphere. Large differences between this model and other all

other models, forced by imposed changes in lower stratospheric optical depths, raises

questions about the realism of the MRI model with regards to the TOA anomalies.

As noted in S06, larger spread among the model response is observed for the early

eruptions and less uncertainty appears for the most recent El Chichón and Pinatubo
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events. Notably, the largest effect on the reflected SW radiation for the eruptions

pre-1900 is observed in the models that adopt the AM reconstruction.

As a measure of the anomalous heating forced by the volcanic aerosol in the

lower stratosphere, we analyzed the anomalies in the de-trended 30◦S-30◦N, 50 hPa

temperature. Fig. ?? shows that the models simulate an increase in in the lower

stratospheric temperature of about 2 K, up to 4 K for the largest eruptions of Pinatubo

and Krakatau. The largest temperature anomalies are simulated by the models using

the AM database, with heating for the Pinatubo eruption up to 10 K for CCSM4 and

7 K for NorESM1-M. MRI-CGCM3 shows anomalies close to the multi-model mean

and generally larger than observed for the models using (?) database, but places the

peak of the warming associated to the eruption of Agung about one year later than

the other models.

The multi-model mean appears in good agreement with the temperature anomalies

from the ERA40 reanalysis for the eruptions after 1960. The overestimation of the

warming associated to Pinatubo is likely in part due to the cooling effect of the

easterly phase of the QBO in the winter 1991-1992 (??), not accounted for in the

CMIP5 models.
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Figure 4.1: Leading EOF of the monthly winter (DJF) mean sea level pressure
anomaly over the North Atlantic region (110◦W-70◦E) for each model ensemble mean
and 20CRv2 over the period 1860-2000. EOF values are expressed as hPa. In the top
right corner of each plot is indicated the percentage of variance explained by the first
EOF.
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Figure 4.2: 3-months running average of global averaged de-trended and de-
seasonalised TOA outgoing shortwave radiation anomalies for the 13 CMIP5 models
listed in Table ??, over the period of 1860-2000. The gray shading shows the spread
among the minimum and maximum of the means of each model ensemble. The lines
show the multi-model mean (CMIP5-MM) and the multi model mean for the models
using (?) database and (?). We show separate the ensemble mean for MRI-CGCM3,
which computes interactively the evolution of volcanic aerosol. The green line at the
bottom shows the 30◦S and 30◦N volcanic aerosol optical depth (AOD) at 550 nm
from ? (and updates). The grey bars at the top of plots indicate the occurrence of
the 9 volcanic eruptions listed in Table ??.
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Figure 4.3: As Fig. ?? but for the 50 hPa temperature anomalies averaged between
30◦S and 30◦N. In the bottom panel the corresponding 50 hPa temperature anomalies
from ERA40 are included.
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4.0.4.2 Surface temperature and mean sea level pressure

Fig. ?? shows the NH composites of surface temperature, mean sea-level pressure

(MSLP) and geopotential heights for the observations and the multi-model mean.

We first focus on the surface temperature and MSLP for the post-volcanic winter

season (as given in the fourth column in Table 2). Fig. ??a shows in the reanalysis

the well known significant surface warming signal over northern Europe and Asia,

where anomalies reach up to 2 K. Significant cooling is observed over NE America

and also, though not significant, over the Middle East. As noted in S06, a warming

signal also appears on the Eastern Pacific but this could be spurious due to a positive

ENSO sampling bias. A general cooling is observed in the Tropical region, although

weak and barely significant. The reanalysis surface temperature anomaly in the

Arctic region appears unusually warm, but the reliability of the reconstructed lower

tropospheric temperature at high latitudes reduces the significance of the anomaly

(?).

The observed surface temperature anomalies in the NH post-volcanic winters are

closely related to changes in the winter circulation as confirmed by the MSLP anoma-

lies (Fig. ??c). In agreement with previous studies (e.g., S06), in the reanalysis a

significant positive NAO-like pattern marks the North-Atlantic region, with negative

pressure anomalies in the Arctic region and positive over the North-Atlantic. Notice

that the minimum and maximum of the anomaly are both displaced northward with

respect to the pattern of the leading mode of variability in the MSLP anomalies in

the region as observed in Fig. ?? for the 20CRv2.

The multi-model aggregate of surface temperature and MSLP shows no such pat-

tern (Fig. ??b,d). A general cooling is observed in the surface temperature anomaly

field, however no dynamical response to a large tropical volcanic eruption can be seen

in the multi-model aggregate. Fig. ??a,b reveals large areas of significantly different

temperature and MSLP between the observations and models, especially over areas

associated with the positive NAO and DJF surface warming.
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Figure 4.4: Comparison between reanalysis and multi-model mean. Composite
anomaly averaged after 2 post-volcanic winters for (a,b) near-surface temperature
(K), (c,d) mean sea level pressure (hPa), (e,f) and (g,h) respectively 200 and 50 hPa
geopotential (m). The anomalies in (e,g) are computed for the last 4 volcanoes listed
in Table ??. Hatching displays, for the left column areas at or over 95% significance
using a local two tailed t-test, for the right column where at least 90% of models
agree on the sign of the anomaly. Notice the different scale in (a,b) and (c,d)56



Fig. ?? and ?? shows the NH composites of surface temperature and MSLP

for the post-volcanic winter season in the individual models. Large variability is

observed between the models in their NH response: the observed warming in the

northern Eurasia is simulated by a few models but is much weaker than in the obser-

vations. For example, GISS-E2-H and GISS-E2-R simulate the northern European

warming pattern reasonably well but the maximum amplitude is only 0.5 K. The cool-

ing over NE Canada seems to be simulated more widely, independent of how well the

northern Eurasian warming is captured. Some models (CSIRO-Mk3.6, HadGEM2-

ES, NorESM1) simulate a general cooling in the Asian-European area, opposite to

the observations, and the majority show a significant cooling in the tropical lower

latitudes, of around 0.2K over the oceans.

Large inter-model differences in MSLP pattern are shown in Fig. ??. Only

CNRM-CM5 and CanESM2 reproduce a weak dipole over the North-Atlantic, whereas

NorESM1 shows anomalies opposite to those observed. The other models only show

weak anomalies with minimal statistical significance. The two GISS models simu-

late weak surface temperature anomalies but do not show any significant anomaly

in the MSLP. The GISS-E2-R model differs from GISS-E2-H in that its response is

weaker, and not statistically signficant. The only difference between the GISS-E2-

H and GISS-E2-R models is the ocean model to which the atmosphere is coupled.

GISS-E2-R uses the ModelE atmospheric code and is coupled to the Russell ocean

model (1◦x1.25◦ L32), whilst GISS-E2-H uses the same ModelE atmospheric code

but is coupled to the Hycom ocean model (1◦x1.25◦ L26) (?). In a modelling study

on the effects of volcanic eruptions on the oceans ? reported changes in sea level,

temperature, ocean heat content, salinity, and also significant strengthening of the

Atlantic Meridional Overturning Circulation (AMOC) 40−60◦N in the first few years

following an eruption. Whilst it is therefore possible that part of the surface response

could be due to changes in NH ocean circulation, it is generally believed for AMOC

changes, in particular, to be caused by the changes in wind stress due to positive

NAO (?) that is a result of a stronger vortex following volcanic eruption (?), not that

the ocean affects the surface to cause a positive DJF warming for up to two years

following a volcanic eruption. Therefore it is unlikely that the response witnessed in
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GISS-E2-H which differs slightly to GISS-E2-R, particularly with no strong positive

NAO, is due to an activation of the volcanic mechanism.

The analysis of surface temperature and MSLP in the CMIP5 ensemble shows

a poor correspondence with observations during the first two NH winters following

large tropical eruptions. No improvement is seen with respect to the findings of S06

based on a selection of seven models participating in CMIP3.
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Figure 4.6: Composite near-surface temperature anomalies (K) for the two following
winters of the past nine most recent large tropical volcanic eruptions (Table 2) in all
models and the 20th century reanalysis (20CRv2). Hatching displays areas at or over
95% Significance using a two tailed t-test.
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Figure 4.6: (continued)
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Figure 4.7: NH stereographic plot of composite MSLP anomalies (hPa) for the two
following winters of the past nine most recent large tropical volcanic eruptions in all
models and the 20th century reanalysis (20CRv2). Hatching displays areas at or over
95% Significance using a two tailed t-test.
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Figure 4.7: (continued)
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4.0.4.3 Geopotential Height

Geopotential height anomalies in the upper troposphere and mid stratosphere help

define circulation changes during winters following large volcanic eruptions. Due to

the high uncertainty in the 20CRv2 reconstructions of upper air fields (?), we decide

to analyze only the last four eruptions since 1950 using the ERA40 dataset. In the

upper troposphere (Fig. ??e), the observed 200 hPa geopotential height anomalies

are linked to the MSLP anomalies, with a general decrease over the North Pole

surrounded by positive geopotential height in the mid latitudes and a strong dipole

over the North Atlantic region. A general decrease in the observed geopotential height

dominates at low latitudes, consistent with the generalized cooling tendency observed

in the tropical troposphere.

In observations the anomaly pattern in the troposphere is mirrored in the strato-

sphere by a cold and deep polar night vortex, as observed in the 50 hPa geopotential

height anomalies (Fig. ??g) showing a large statistically significant decrease in geopo-

tential height over the pole of around 200 m. A weaker anomaly at 50 hPa is observed

at low latitudes, with a geopotential height increase of about 25 m which has been

attributed to the direct heating effect of the volcanic aerosol in the lower tropical

stratosphere (??). The observed low 50 hPa geopotential height at high latitude is

associated with a colder polar lower stratosphere, which suggests a stronger and per-

sistent polar vortex. Recent studies suggest that this might be a characteristic of the

early stage of the post-volcanic winter season. For example, ? saw no clear weakening

of the wave activity during post-volcanic winter in observations and ? show that the

observed polar vortex in the upper stratosphere is weaker than normal from the end

of January into February after the three major volcanic eruptions since 1960.

As for the MSLP, the modeled geopotential height anomalies at 200 hPa are

highly variable (Fig. ??). Most models simulate a significant uniform decrease in

the geopotential height roughly south of 30◦N, as can be seen in the multi-model

composite Fig. ??f, stronger than in the observations. The strongest anomaly is

observed for GFDL model. A significant uniform decrease over the Pole is observed

only for MRI.
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A few of the models capture the anomalies observed in the stratosphere (see Fig.

??) as in the reanalysis, though much weaker. HadGEM2, MPI, CNRM-CM5 and

MRI simulate a decrease in the geopotential height of order of 25 m, although such a

response is not a substantial change with regards to the background variability of the

polar vortex. ? noted that over 1958-1997, as observed in ERA40, the leading EOF

of 50 hPa wintertime geopotential height anomalies, which accounts for about 50%

of the variance, is around -270 m. Other models show no significant anomaly at high

latitudes. As observed from the multi-model mean Fig. ??h, the most robust feature

in the stratosphere is a statistical significant increase in the geopotential height at

low latitude in agreement with the observations. This is weaker than in the ERA40

composite (see Fig. ??d) and is likely due to the stronger cooling simulated in the

tropics (Fig. ??b) which tends to shrink the atmospheric column, as noted in S06.
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Figure 4.8: NH stereographic plot of composite 200 hPa Geopotential Height anoma-
lies (m) for the two following winters of the past nine most recent large tropical
volcanic eruptions in all models and ERA40 reanalysis. The anomalies in the reanal-
ysis are computed for the 4 eruptions after 1960. Hatching displays areas at or over
95% Significance using a two tailed t-test.
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Figure 4.8: (continued)
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8

Figure 4.9: IMAGE LEFT BLANK TO REDUCE PDF SIZE. NH stereographic plot
of composite 50 hPa Geopotential Height anomalies (m) for the two following winters
of the past nine most recent large tropical volcanic eruptions in all models and ERA40
reanalysis. The anomalies in the reanalysis are computed for the 4 eruptions after
1960. Hatching displays areas at or over 95% Significance using a two tailed t-test.
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Figure 4.9: IMAGE LEFT BLANK TO REDUCE PDF SIZE. (continued)
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As with temperature and MSLP, the difference in the anomalies of 50 hPa and

200 hPa geopotential height between the multi-model mean and the observations,

Fig. ??c,d, is highly significant and confirms the difficulty of models to simulate the

observed circulation changes in the stratosphere and upper-troposphere.
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4.0.4.4 NAO index

As noted in section 3.2, the observed anomalies in the MSLP in the post-volcanic

winters are not well reproduced by the CMIP5 models. The observed MSLP anomalies

in the winters after the largest volcanic eruptions since 1880, project onto the leading

variability mode of the NH circulation, especially the NAO index, with a significant

prevalence of positive NAO in the first winter after the eruption (?), both in terms

of amplitude and number of positive events (?).

In this section we test whether looking at the principal modes of variability can

help to better isolate the dynamic response in the model simulations. As mentioned

in section 2, we use the same time convention adopted by ? and S06 to identify the

1st and 2nd winter after each eruption. The majority of the volcanoes erupted in

the spring-early summer but two erupted in autumn, the minor eruption of Fuego in

October 1974 and the large eruption of Santa Maŕıa at the end of October 1902. It

is likely that their full effect won’t be present in the first winter immediately after

the eruption and therefore the first winter should be considered to be a full year after

the eruption time, as listed in our Table ??. This differs from the time convention

adopted by ? who considered the first winter immediately after the eruption for all

the volcanoes, hence changing the years of winters considered for the two eruptions of

Fuego and Santa Maŕıa. In his paper he reported the robustness of his results when

those two eruptions are excluded from the analysis. However, we show here that with

the different dating convention the results are affected when these two eruptions are

included.

When all nine eruptions south of 40◦N as listed in Table ?? are included, the

20CRv2 shows a clear prevalence of positive NAO index in the first year after the

eruptions (Fig. ??, 20CRv2, lag 0). The amplitude is significant roughly at the 4%

level with seven volcanoes out of nine with positive NAO in the first winter and this

occurrence is significant at the 9% level. No significant signals are observed for the

second post-volcanic winter.

Only two post-volcanic winters show a negative NAO, after the eruptions of Agung

and Quizapu, which both erupted in the southern hemisphere. Agung’s aerosol was

mostly concentrated south of the Equator (?) and Quizapu has the weakest effect on
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the stratospheric optical depth and temperature between 30◦S and 30◦N among all

the analyzed volcanoes (Figs. ?? and ??). This could affect the dynamics associated

with the forcing of the NAO circulation. Our results are unchanged if we exclude

the Quizapu eruption from the volcanoes used in the composite. We also note that,

although positive, the winter 1903-04 after the Santa Maŕıa eruption has a NAO signal

close to zero (0.03, also consistent in the DJFM composite with -0.04 as confirmed

in ?, his Fig. 2), which further reduces the number of occurrences of positive NAO

events in the first winter after an eruption.
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Figure 4.10: IMAGE LEFT BLANK TO REDUCE PDF SIZE. Superposed epoch
analysis for the winter (DJF) NAO index for the 13 CMIP5 models and the 20th
century reanalysis (20CRv2) for the 9 eruptions listed in Table ??. The average over
9 volcanic eruptions is shown at different lag time. Lag 0 indicates the first winter
after a volcanic eruption. The horizontal lines show, from bottom to top, the 1st, 5th,
95th and 99th percentiles of the bootstrap distribution. For each plot is indicated the
number of ensemble members (r), the ratio of total number of winters with positive
NAO with respect to the total number of winters in each ensemble (σ) and the number
of winters at lag 0 with positive NAO (N0) with the relative p-value.
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Figure 4.10: IMAGE LEFT BLANK TO REDUCE PDF SIZE. (continued)
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Figure 4.11: IMAGE LEFT BLANK TO REDUCE PDF SIZE. As Fig ?? but using
the convention adopted in ? for the first winter after the eruptions of Santa Maŕıa
(1902-1903) and Fuego (1974-1975).
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Figure 4.11: IMAGE LEFT BLANK TO REDUCE PDF SIZE. (continued)
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Among the 13 models analysed in this study, positive NAO signal at lag 0 is

observed only for GISS-E2-R (at the 7% significance level) and CanESM2 at the 3%

significance level. Only CNRM-CM5 shows a significant number of positive NAO

events at lag 0 (52/90, p=0.07) but the composite amplitude reaches only 11% of

significance level. The analysis is confirmed by the MSLP gridded anomalies shown

in Fig. ?? where CanESM2 also shows a weak NAO-like dipole when averaged across

2 winter seasons. The MRI-CGM3 is the only model that shows a significant number

of positive NAO sevents in the second winter after the eruptions (p=0.08) but the

model appears to have a positive NAO at all lag times, so it is not clear whether this

response is necessarily associated with the volcanic eruption.

The other models show no significant positive anomaly at lag 0, but many spurious

signals are detected at various lags for different models. CSIRO-Mk3.6 displays a

negative NAO at lag 0, while other models (NorESM1-M and CCSM4) show negative

NAO at lag-1. HadCM3 and CNRM-CM5 detect a positive NAO at lag -3: the signal

could partially be due to the degenerate contribution of the Krakatau eruptions that

happens 3 years before the 1886 eruption of Tarawera and shows a positive NAO in

both of these models (not shown). Finally, strong signals are displayed by HadGEM2-

ES at lag -1 and NorESM1-M at lag +1: such signals could both be unphysical and

occur by chance or they could also depend on periodicity sampled in the epoch analysis

at the same frequency of the volcanic signal. We have not analyzed in detail the origin

of the spurious result of these two models.

As mentioned above, when a different convention is used to identify the closest

winters affected by the eruption of Santa Maŕıa and Fuego, changes are observed in

the superposed epoch analysis. Figure ?? examines the robustness of the analysis

with respect to the choice of the winters after Santa Maŕıa and Fuego, using the

convention adopted in ?. Since the reanalysis are based on a limited sample, they

prove to be highly sensitive to changes in the epoch key date. The signal at lag 0

becomes now highly significant (1% level) with an occurrence of 7 positive NAO out

of 9 events (p=0.09). Most of the change in the signal comes from the Santa Maŕıa

event, which shows a strong positive NAO in the winter 1902-1903, immediately after

the eruption and positively contributes to enhance the epoch composite at lag 0.
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The largest effect of the change of the year of the first winter after the eruptions

of Santa Maŕıa and Fuego is observed for HadGEM2, which does not detect any

significant signal at any lag. With 10 ensemble members, CNRM-CM5 is the only

one that still detects a positive NAO at lag 0. The amplitude is small but slightly more

significant than in the previous composite (it reaches now the 10% level of significance)

and the number of events is significant (56/90, p=0.02). Among the other models,

only MRI-CGM3 detects a significant number of positive events at lag 0 (18/27,

p=0.08) but, as noted before, the models tends to show positive NAO almost at all

lags. Although this model shows the strongest decrease of the geopotential height at

high latitudes both at 50 hPa and 200 hPa, this seems not enough to reproduce a

significant NAO signal or surface temperature anomaly.

The main conclusions of this section are 1) the superposed epoch analysis of the

20CRv2 NAO index confirms previous findings of a positive NAO in the first winter

following the major tropical eruptions in the 19th and 20th century, but the strength

of the signal is sensitive to the choice of the key dates for each eruption, which

points to the sparseness of observations hampering our understanding of processes.

2) as observed in the previous sections, the models struggle to reproduce a detectable

positive NAO signal in the first post-eruption winter. With 10 ensemble members, the

CNRM-CM5 model results are the most robust to changes in the definition of the post-

volcanic key dates. With less ensemble members, the other models show sensitivity

to the definition of the key dates. We finally note that, since in this work we only

analyzed the ensemble of CMIP5 historical runs, the bootstrap distribution might

give a conservative estimate of the significance associated with the signal. Clearer

signal detection could be achieved by drawing the random matrix from the CMIP5

control simulations, therefore relying only on natural variability not influenced by

volcanoes or other forcings.
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4.0.5 Discussion and Conclusions

All available models submitted to the CMIP5 archive as of April 2012 that had a

reasonably realistic representation of volcanic eruptions and number of samples have

been analyzed for their ability to simulate post-volcanic radiative and dynamic re-

sponses. With substantially different dynamics between the models it was hoped

to find at least one model simulation that was dynamically consistent with observa-

tions, showing improvement since S06. Disappointingly, we found that again, as with

S06, despite relatively consistent post volcanic radiative changes, none of the models

manage to simulate a sufficiently strong dynamical response. Although all the models

reproduce reasonably well the increase in geopotential height in the lower stratosphere

at low latitudes, none of the models simulate a sufficiently strong reduction in the

geopotential height at high latitudes and correspondingly the MSLP pressure fields

and temperature fields show major differences with respect to the observed anomalies.

This is despite some models having 10 ensemble members, giving a potentially strong

signal to noise ratio.

It is unclear why models fails to simulate the dynamics following volcanic erup-

tions. The dynamical mechanism proposed by ? (their Fig. 13), involves lower

stratosphere tropical heating caused by the presence of volcanic aerosols which gives

rise to a stronger polar vortex due to the thermal wind relationship. A stronger vortex

also could be due to a decrease in planetary wave forcing from the troposphere, al-

though the evidence for this is unclear. The modelling results of ? showed a decreased

EP flux into the stratosphere following the Pinatubo eruption but observations sug-

gest an increase in the EP flux following the Agung, Fuego, El Chichón and Pinatubo

eruptions (?). S06 suggested that models might be biased towards an unrealistically

strong polar vortex which results in a weak wave feedback between stratosphere and

troposphere. From column three of Table ?? we observe a large variability among the

13 models in their climatological 50 hPa zonal wind at high latitude. Some models

have stronger zonal winds compared to ERA40 but their response to volcanic forcing

does not differ from what is observed for the models characterized by a lower climato-

logical wind. Although this does not confirm the findings of S06, based on a limited

number of models, we also notice that all models show considerably less variability

78



in high-latitude stratospheric winds than observed, suggesting a stable polar vortex

and more resistance to changes from external forcings, as found by S06.

Table 4.3: Climatological indices

Model U50hPa 30◦S-30◦N U50hPa 55◦N-65◦N ENSO 3.4
Name m/s m/s Index

bcc-csm1.1 -5.9(0.5) 27.4(2.5) -0.06

HadGEM2-ES -5.7(0.5) 24.1(2.2) -0.12

HadCM3 -3.1(0.3) 14.7(1.0) -0.11

CNRM-CM5 -5.0(0.2) 17.6(1.0) -0.22

GISS-E2-H -3.1(0.5) 13.0(1.3) -0.67

GISS-E2-R -2.7(0.6) 13.8(2.0) -0.33

NorESM1-M -7.9(0.8) 20.2(2.1) -0.06

CCSM4 -8.2(0.7) 25.1(2.4) -0.12*

CSIRO-Mk3-6-0 -0.7(0.3) 8.7(0.3) -0.11**

MRI-CGCM3 -3.3(0.4) 25.2(2.9) -0.10

MPI-ESM-LR -8.4(0.5) 17.9(2.5) -0.15

GFDL-CM3 -9.0(0.6) 24.2(1.8) -0.33

Reanalysis -3.7(5.0) 19.4(5.4) 0.07

U50hPa is the winter (DJF) seasonal climatological zonal wind computed for two
regions, 30◦S-30◦N and 55◦N-65◦N. In bracket is the standard deviation. The last
column shows the ENSO 3.4 index (see text). In the last row the climatological
wind from ERA40 and the ENSO 3.4 index from 20CRv2 based on HadISST.

*with 5 ensembles **with 8 ensembles
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There are therefore still uncertainties in the dynamical mechanisms following vol-

canic eruptions particularly regarding the wave propagation through the polar strato-

sphere as seen in EP flux diagnostics (?).

In addition, the degree of El Niño influence and interaction following volcanic

eruptions is unknown. Based on the superposed epoch analysis of post-volcanic win-

ters stratified according to the ENSO phase, ? concluded that the ENSO does not

change the impact of volcanic eruptions on the Northern Hemisphere winter circula-

tion, although the low number of cases imposes caveats on the conclusions. A recent

work (?) argues that ENSO has a different effect on the Northern Hemispheric winter

circulation when the differences between Central-Pacific (CP) and East-Pacific (EP)

El Niño events are taken into account. In particular, CP El Niño events appear to

have a significant effect on winter NH circulation, with a tendency towards a negative

NAO index. According to their definition, CP El Niño occurred in 1963-1964 and

1991-1992 but not in 1982-1983, which could explain the strong Eurasian warming

signal observed after El Chichón, even though a strong El Niño event was taking

place, and the relatively disturbed vortex in January 1992 (?). Moreover, biases in

model representations of ENSO variability (?) could in the same way affect their

response to volcanic forcing. The issue is also complicated by the intrinsic problems

in defining the modes of ENSO variability (?). In our analysis the large number of

ensemble members should help to smooth out possible contaminations induced by the

Pacific SST variability. Despite this, the models have a tendency to be in small nega-

tive ENSO phase, indicative of a weak La Niña phase. However, this should not lead

to a weakening of the volcanic response in the models. Whilst Manzini et al. (2006)

saw in model simulations that during the El Niño phase there was an increase in the

vertical propagation of quasi-stationary planetary waves into the stratosphere from

the troposphere, which caused a weaker, more disturbed vortex, during the La Niña

phase they noticed no influence distinguishable from variability. Further studies using

observations and model data have concluded similar results (??). Despite the model

performance, the 20CRv2 reanalysis dataset, which uses HadISST sea surface tem-

peratures, yields an averaged ENSO 3.4 index of 0.07 during the volcanic eruptions

analyzed here. It has also been suggested that large volcanic eruptions could actually
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trigger a positive phase of ENSO. ? performed linear regressions on the HadISST

and the Extended Reconstructed SST (ERSST) dataset. Whilst finding a weakly

negative temperature volcanic response from linear regressions of the HadISST and

the ERSST datasets using the ST dataset as the volcanic signal, if the cold tongue

index is assumed not independent of volcanoes in their linear regression, they find a

large positive ENSO like pattern. Their findings, independent of the choice of volcano

index, suggests a statistically significant El Niño response to a volcanic eruption in

observations.

Whilst uncertainty still remains on the interactions between volcanoes and ENSO,

the DJF warming signal can be seen independent of the choice of volcanoes, with the

choice of the last four major eruptions, the last nine as used here, or longer term

reconstructions of temperature from 1600 (?) and the past half millenium (?) which

all reveal a statistically significant DJF warming following major volcanic eruptions,

which, as noted by (?), is extremely unlikely to be an artifact of internal variability.

Despite this, we performed calculations of the DJF temperature anomaly for also the

five biggest volcanoes (Krakatau, Santa Maŕıa, Agung, El Chichón and Pinatubo)

and also for the four best observed volcanoes that erupted in the satellite era (Agung,

Fuego, El Chichón and Pinatubo) for all the models and the observations. Despite

the observations showing, indepedent of these choices, a strong statistically significant

warming, none of the models successfully simulate the observed response. GISS-E2-H

shows a slightly increased DJF warming pattern, yet further investigation of MSLP

anomalies reveal neither a large nor anywhere statistically significant positive NAO.

bcc-csm1.1 also shows a small increase in surface temperature over the Eurasian

region, yet the spatial response is not correct. Moreover, there is almost no statistical

significance in the bcc-csm1.1 temperature fields over the Eurasian region and further

investigation in this model reveals neither a positive or significant NAO signal.

Finally, ? found that including the Quasi-Biennial Oscillation (QBO) in the model

made a substantial difference to the volcanic impact on the vortex. They found

in observations following the Pinatubo eruption that the vortex was strengthened

more in the second winter than the first, despite more aerosol being present in the

stratosphere in the first winter. They proposed that this could be explained by the
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QBO being in the East phase in the first winter, which tends to weaken the vortex,

and was in the West phase in the second winter, which tends to strengthen it. They

concluded that a model with a QBO in the correct phase could better represent the

dynamical simulation of the Pinatubo eruption. We note here that none of the models

tested have a QBO in them, as can be observed from Table ?? by the low standard

deviation in the climatological winter 50 hPa zonal wind over the equator, which

could affect the performance of the dynamical simulation.

Another factor which could account for the poor simulation of the dynamical re-

sponse following a volcanic eruption is related to how the aerosol is imposed in the

model. We note that it is typical for a model to employ a very crude representa-

tion of aerosol in four latitude bands (?), and the question of the suitability of this

aerosol representation has been raised before (??). Another reason for the “common

failure” of models to simulate the dynamics following volcanic eruptions may be their

representation of the AO. ? notes that it may be that models have a general basic

inadequacy that does not allow a sufficiently strong AO response to large-scale forc-

ing. Others have pointed to ozone as being an important factor (??), however, as

noted by ? the response to the past major eruptions (before major ozone loss and

larger amounts of ozone destroying chlorine in the atmosphere) is similar to that of

El Chichón and Pinatubo combined, which suggests that inclusion of ozone chemistry

is unlikely to be a major factor in the simulation of a volcanic eruption.

The impact of volcanic eruptions on surface climate is the closest natural ana-

logue to sulfate aerosol geoengineering, despite the differences in injection method

and duration of the perturbation. Unlike sulfate aerosol geoengineering, the ability

of models to accurately reproduce the response to volcanic eruptions can be tested

against observations. Despite it being likely that a more uniform profile of aerosol in

the stratosphere would occur from geoengineering than following volcanic eruptions,

the results of GCM simulations of stratospheric geoengineering need to be considered

in the light of their limitations when it comes to certain aspects of their responses

to volcanic eruptions. This is of concern not only for the temperature response, but

also for the precipitation response, as the dynamical effects following an eruption can

often overwhelm the radiative response (?). Accordingly, research into the climate
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response to volcanic eruptions and their simulations is an area of major importance,

not only in its own right, but for stratospheric aerosol geoengineering.
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Chapter 5

Simulations of volcanic eruptions
using high-top and low-top
configurations of HadGEM2

Left blank in this version, but it will include a description of the high-top and low-top

version of HadGEM2-cc. It will include descriptions of the aerosol implementation,

detailed descriptions of the experiments performed, and analysis of the results. (All

the simulations that needed to be done for this section have been done, and a large

part have been analysed and written up).
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Chapter 6

Changing the prescription of
aerosol in HadGEM2 high-top

Left blank in this version, but it will include a further description of the aerosol code

in HadGEM2, the changes made in the code/model to the aerosol, and the resulting

experiments. (Almost all experiments are done - others that need to be done have a

run-time of about two weeks).
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Chapter 7

Analysing the climatic response to
sulphate aerosol geonengineering in
a high-top model

Left blank in this version. Suggested chapter to analyse a small amount of the results

that Scott Osprey is currently simulating. My involvement in the analysis has been

proposed many times, but the specifics of what exactly I would include have not been

agreed upon.

96



Chapter 8

Discussion, conclusions and further
work

Left blank for this version, but a small number of examples of further work include:

- ITCZ changes and volcanic eruptions in the CMIP5 models - Sahelian drought

- SH dynamical response following volcanic eruptions in HadGEM2, CMIP5 and ob-

servations

- Brewer Dobson circulation changes following volcanic eruptions in HadGEM2

- Storm Track changes following volcanic eruptions

- Implementation of interactive aerosol for volcanic chemistry

- Sea Ice changes in the CMIP5 database and observation datasets following volcanic

eruptions to aid the interpretation of geoengineering and sea ice studies
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Appendix A

Appendix 1

Left blank in this version, but: EOFs - explanation of what they are, the theory behind

them, how they can be used, with relevance to the CMIP5 section (not explained but

referenced in my paper) and explanations of the epoch matrix (estimated about 5

pages).
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